Homework 5 Data Mining

Max Machalek

April 29, 2019

*\*\*Revisited January 04, 2021 (5.2.c)*

library(ISLR)

## Warning: package 'ISLR' was built under R version 3.5.2

library(cluster)  
flower <- read.csv("./flower.csv", sep = ",", header = TRUE)  
colnames(flower) <- c('winters','shadow','tubers','color','soil','preference','height','distance')  
labs <- 1:18;  
  
# only working with soil, preference, height, and distance #  
flower$winters <- NULL; flower$shadow <- NULL; flower$tubers <- NULL; flower$color <- NULL  
  
  
n <- nrow(flower); p = ncol(flower)  
  
flower.s <- scale(flower)  
flower.d <- dist(flower.s)

## H.5.1: Perform PCA with scale = TRUE

1. **Give the 4 sets of PC loadings for all 4 variables. Interpret the first two PCs based upon the magnitude and sign of the loadings using a cutoff of 0.5.**

## PC1 PC2 PC3 PC4  
## soil -0.07049919 0.8252355 0.5603175 0.007780557  
## preference -0.44420330 0.4704739 -0.7506586 0.133601604  
## height -0.61447284 -0.2713673 0.3130334 0.671411191  
## distance -0.64817931 -0.1549211 0.1567353 -0.728901287

" Tabachnick and Fidell (2007, p 649) suggest stringent cut-offs 0.30 (poor), 0.45 (fair), 0.55 (good), 0.60 (very good), 0.70 (excellent)"

The first component (PC1) has loadings for two variables that are in the “poor” category, soil (-0.07049919) and preference (-0.44420330). The loadings for height and distance are both in the “very good” range (-0.61447284 and -0.64817931 respectively).

The second component (PC2) again has two variables in the “poor” category, except for this component these are height (-0.2713673) and distance (-0.1549211). For PC2, a single loading is “excellent” (soil, 0.8252355) and a single loading is “fair” (preference, 0.4704639).

Using a cutoff of 0.5, we observe that the first principal component decreases as height increases and decreases as distance increases. The loading for soil on the first component is below 0.5.  
The second principal component increases as soil increases. It is worth noting that preference is very close to our 0.5 cutoff (0.47) and we would expect PC2 to increase as preference increases. Height and distance loadings are also below 0.5 in magnitude, but not close to it.

pc.fit <- prcomp(flower,scale=TRUE)  
pc.sum <- summary(pc.fit)  
p.var <- pc.sum$importance[2,]  
c.var <- pc.sum$importance[3,]  
pc.var <- (pc.sum$sdev)^2  
  
pc.out <- rbind(pc.var,p.var,c.var)[,1:4]  
  
loadings <- pc.fit$rotation  
  
## show loadings ##   
loadings

## PC1 PC2 PC3 PC4  
## soil -0.07049919 0.8252355 0.5603175 0.007780557  
## preference -0.44420330 0.4704739 -0.7506586 0.133601604  
## height -0.61447284 -0.2713673 0.3130334 0.671411191  
## distance -0.64817931 -0.1549211 0.1567353 -0.728901287

1. **Give the PCA summaries (stdev, pve, cumulative pve). Explain how many components should be retained based upon the average eigenvalue and pve.**

The eigenvalue is greater than one for PC1 (2.111) and PC2 (1.194), but not PC3 (0.562) or PC4 (0.133). Based on eigenvalue, we should retain PC1 and PC2.

In order to get over a 0.80 threshold for cumulative proportion of variance, PC1 and PC2 are the necessary minimum of components to retain. Their cumulative proportion of variance is 0.8262.

pc.out

## PC1 PC2 PC3 PC4  
## pc.var 2.111077 1.193757 0.5622918 0.1328743  
## p.var 0.527770 0.298440 0.1405700 0.0332200  
## c.var 0.527770 0.826210 0.9667800 1.0000000

summary(pc.fit)

## Importance of components:  
## PC1 PC2 PC3 PC4  
## Standard deviation 1.4530 1.0926 0.7499 0.36452  
## Proportion of Variance 0.5278 0.2984 0.1406 0.03322  
## Cumulative Proportion 0.5278 0.8262 0.9668 1.00000

1. **Plot the first two PC scores with the labels. Explain whether or not there are PC1 or PC2 outliers.**

See Fig 01. Flower 2 looks like a potential outlier, but did not meet the criteria. No outliers were found. The max value of |dij| is 2.216829, which is not higher than 3 so does not qualify as an outlier.

scores <- pc.fit$x  
  
cols = function(vec) {  
 cols = rainbow(length(unique(vec)))  
 return(cols[as.numeric(as.factor(vec))])  
}  
  
plot(scores[,1], scores[,2], type = "n", main = "Fig 01 - Plot of PC1 vs PC2")  
text(scores[,1],scores[,2], labs)
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m <- 2 ## num principal components (2: pc1 and pc2)  
dd <- scores / (matrix(1,n,1)%\*%sqrt(t(pc.var)))  
ii.d <- which(abs(dd[,1:m]) > 3, arr.in = TRUE)  
  
pcj.outlier <- cbind(ii.d,dd[ii.d])  
  
tt <- apply(dd[,-c(1:m)]^2, 1, sum)  
test <- sum(dd[,-c(1:m)]^2)  
cc <- qchisq(1-.05/n,n-m)  
ii.resid <- which(tt>cc)  
  
pcresid.outlier <- cbind(ii.resid,tt[ii.resid])  
  
max(abs(dd[,1:m]))

## [1] 2.216829

## H.5.2

1. **Fit Heirarchial CA using method = ‘average’. Give the dendrogram with the gap criterion line along with the number of observations in each cluster. Explain whether any flowers may be outliers.**

Because nodes 2 and 3 have a large height and each belong to a very small cluster, there is potential that these are outliers. See Fig 02. Cluster 3 only contains flower 3, and cluster 2 only contains flower 2.

table(hc.clusters,labs)

## labs  
## hc.clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18  
## 1 1 0 0 0 1 1 1 1 1 0 1 1 1 1 1 0 0 1  
## 2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## 3 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## 4 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 1 0

hc.fit <- hclust(flower.d, method = 'average')  
  
hh <- hc.fit$height  
k <- 1.25; hh.crit <- mean(hh) + k \* sd(hh)  
plot(hc.fit, labels = labs, cex = 0.65, ylim = c(0,5), main = "Fig 02 - Cluster Dendrogram")  
abline(h = hh.crit, col = "red", lty = 2, lwd = 2)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAA5FBMVEUAAAAAADoAAGYAOjoAOmYAOpAAZpAAZrY6AAA6ADo6AGY6OgA6OmY6OpA6ZpA6ZrY6kJA6kLY6kNtmAABmADpmAGZmOgBmOjpmOmZmOpBmZgBmZmZmkJBmkLZmkNtmtrZmtttmtv+QOgCQOjqQOmaQZgCQZjqQkGaQkLaQtpCQttuQtv+Q29uQ2/+2ZgC2Zjq2Zma2ZpC2kDq2kGa2tma225C227a229u22/+2/7a2///bkDrbkGbbtmbbtpDb27bb29vb2//b/7bb/9vb////AAD/tmb/25D/27b//7b//9v///+8kT8zAAAACXBIWXMAAA7DAAAOwwHHb6hkAAARi0lEQVR4nO2dCZ/jtBmHNcOkyV4sJNOllB6bWZYtlHhaerAdL1BKcCbx9/8+1eHbVmzZki2/+T8/mN/Gxys5T2SdiVkMSMOmzgBwCwQTB4KJA8HEgWDiQDBxIJg4EEwcCCYOBBMHgokDwcSBYOJAMHEgmDgQTBwIJg4EEweCiQPBxIFg4kAwcSCYOBBMHAgmDgQTB4KJA8HEgWDiQDBxIJg4EEyc6QWHLOH64XTHFvuGQ073jF39Ue55/Iwf+fx9Y6TTD8/SnbpIyYF/f2jNz9XHzYmUCHim24+alDkI5psFS/7PaKXe/V1DoOOrJNC6RfDjq3NasvxcbVvzDsEdKAjWHnH1TfyBsa3wdr2LD6sme8nHQLA9L/i8liw/zR8jg0he4IPg7I1MtIg78s0ue/P41mXy9/jZSpTjxveVi7n5hhdP7nmxV5HUcceNKNPxh2fJfTdIPk3yxv9yr7Lw9St2/T6JI4P/9ErdM0pHfStzJjN1v+LJyQTys3/k9cdHqiopXEO2/0dxi3m+kzla/viMXb2OP6ySeM7wULAqilfPUouJoCAvk02CReGWG09vXv4c1wWH2W0iEcw3C24e0n1J+ESwOI1vqR2lCnZ2u5ACk7OTA+RntHAN6f4oOz0Jytizs3cuK/gguHJj5W/Ecn8Ksivnd2QlOH0nGm/RolTkr2qCxe59/IOsoNXmQBQqFZtnYfE+/m+anySdUH0aikfdvBd/+b9VHu9TwfJsla3i/qC4n2fpN3sVSghei8yw18nx7vBQcKZFI1i8PfX2T3JUQk0w333zfbJTbk7uC2GiIA9YEHy1qx/FAy3jUh7Ts5MMBsnnoraf89M/nokbf3ZzWOwr+baPf4LT9lGgEfy4ye6m6l6nXrQIVvdMVUHKzYdVfscNi+2pkuD6UfJOoZoFSaTk7DTf4mXpGtLop69Y0htQdxv19xIEl+vg9F6rESze8uwGXRCsv0Wr8x9VJ+rqr0mkiHURXD9KplPKY3J2uo2fsm3aLz5iN3/5aXPxgmsluNTIKvktCi40snhTuS6YK373TB2dluBtQxZywTJg/ai0BNdKaFsJVtk4QnCtDs7a1upN0XVwG7pJKnSUN2NOb7MKsljimwSLOMuGo9SWch2rztbXwXJ/lFbh60sXXG1FiyNeq4EO0cXRDWA0DHTIFqowtRZBP92L+3TmPRBRHzf5hiw/xYGO2lFKS7mVrM7Wt6LTErzYFz82Fyu42g8uDFVmbZ6mvmM2VPkyjZQdzt/C+1xaxAr9YLGhWbAcqqwdlZTpIM9Idra2H5zVwWhkZSNZL94XRjPEsJGcbDg/rJlMNnyfRzpw5x//W9XhhZmIe9mjffyK+5dTCk2C08mG6lGJ4NN3K/bR61IrORnJ+lOS5ewaiq3om29C9dm6IME6Au3NeD54cA0eCg7kTVYNKMwVf67BQ8Fp37N9Msdf/LkGDwXHj5+tOk64+4s31+CjYGARCCYOBBMHgokDwcSBYOJAMHEgmDgQTBwIJg4EEweCiQPBxIFg4kAwcSCYOBBMHAgmDgQTB4KJA8HEgWDiQDBxIJg4EEwcCCYOBBPHsmB8XnwDgokDwcSBYOJAMHEgmDgQTBwIJs6cBDNyuHy30jfN63AjBp8CCB4x+BRA8IjBpwCCRww+BRA8YvApgOARg0+Bf4LT3zzWPuoHgk3wTnCY/rRxpPuNYwg2wTfBp7tMa6j5HWQIzvBkMMTk/OMmewJJpLlJQ3CGpdyOKRgl2IQZCuZ1cFKEUQe3M0fB2WMztU8igOCMWQoeO9yIwa0DwX4Ft868BYdoRbcxb8HVKKNMYUPwBOe7DTdicOsMyq29IQ8IdsUwwdYC9jgrOvO8JwjOmKXggLH14cW+OGhpIxMdgWDX2QjE45tl6cVQZSszFCzL7eGJfJw1ukltzFKwGIE+/RyjBHdghoLz4Q2l2lomOgLBzrMRquZzxDRtLAjOmaXgscONGNw6EOxXcOtAsF/BrQPBfgW3DgT7Fdw6EOxXcOsQFfxrQrrB5mtmOZ7b18x2fNa0vxXLgn+tZMDqa+Y4vt3XzHZ81rC/HdyiXeFJbiHYFZ7kFoJd4UluIdgVnuQWgl3hSW4h2BWe5BaCXeFJbiHYFZ7k1k428M2GOp7kFiXYFf1zGzG2jU9fPpQ2Ld7qV6O7ycYY4UYMbp3euT292cXBtiSYvwgX++Pnuq9lu8jGKOFGDG6d3rmVHu+/LQrmm6J1pVC7zsYo4UYMbp1BJZj/ef5Q2RTPoATb+mmhXti90lb6p3d4+pD8KW063vpfB09ZBucj2CoQTCU9DRBMJT0NEEwlPQ0QTCU9DRBMJT0NEEwlPQ0QTCU9DRBMJT0NEEwlPQ1m2Rj6zAYIHh2jbAx+ZgMEj45JNob/4jsEj45JNoY/swGCRwclmEp6Ggzr4IHPbIDg0THLxtBnNkDw6KAfTCU9DRBMJT0NPbPR85kNEDw6436zAYJHB7doKulpgGAq6Wkwy0bImOoKow72Lj0NWTbSZdW6QUiB+DXh42YZQ7CH6WmoCdapi9OhytPdYg/B/qWnIclGkLeDNYOQcT7ZECz2EOxdehpqJfgM2WRDsPRCsN9fZPJNcBdSrceNbk3HuIKtRrMd2jvBrctx4nw66XQHwSOEsEGejeCcWfNwfXbbTWzi0L4J1j4pp1+4XrvtJjZxaP8E6x6V0ytcr912E5s4tG+CT3dLm+F67bab2MShfRMcH1YWijAE2wxhA5WNdClOWyu6Y7i+u+0mNnForwSPFQ6CRweCXYX2TXDhLj2gLoZgmyFskGdDrXWO2HZIjxiCbYawQa2bFC72uq8tmITrtdtuYhOH9k1wOtARXT+cm/PvGq7XbruJTRzaN8HpXGCon+w1Cddrt93EJg7tm+C8Dh4ypgXBNkPYoJAN2Y7mhXfItNIsBbtZBOCf4BHCeSrYSXKkBHf9lEPw6KAEX4Tg42adjWRd3mTDBQgeKxxhwaOs1OyBU8GOL9ovwbaSsUy5m7TYB8NWZrEzr9qPH5SY8zhzFxxd7cSzeYatvYPgwclYpjRUGZ751pFhuIZX7ccPSsx5nJkLFpMNQvCAmYYYgi0kY5laCQ76zxXGEGwhGctU6+BwyHoOCLaQjGWqkw29nnDZGK72qv34QYk5jzN7wfbDQXCPZCwDwRch2NHC94ZLsjmwBcEdKNXBw7+70i7Y4HSzxPoDwRmGz2yA4B7JWMZIsOkzGyC4RzKWMRFs/IvvENwjGcuYCDZ+ZgME90jGMijBlgS7P39wql3q4IHPbIDg0TFrRQ99ZgMEj47TgQ7jAyDYOk6HKo0PgGDr9Ey1529VDhLcYQlfv6uB4PYond/hIYI75KP9kP5nXbLg7uEgeGQgGIKthiMpOFr8cte+FoaYYM1FUxR8erML1/Hx85bViv4L7tBbzsJ1vGiT3HgrmF9luI1PX1bfEhctfmOMktH+Dng9nO6iB+SmaaeVt3DwLfpvD4eX8eFF9cNss8/fG7NkWn++Iw+nuegBuWkU3Dua+XH6w9IfvzCK66Vg8RstHcNpLnpAbvwV3OsEPwU7DgfB1oFgC42sTXO7E4LNTp9GcJfWm6apAcFmp08kuMu2sLFlAsFmp3ssuE/6ENxlJwQPy4TdcLrGSMfTIbgPo5bg1nEPuz0RHwWPPmY57i26uTHS+XTDE7wU3DtaT2ZUBxufAMH2o0Ow+akQ3PcECLYf3WUr2viEqQV3DEdHsINWtJVoEGwtnPVWtJVoEDxaOAi2jg+CO0zYHD/f8xrccP0ABFuLPmxUpsN7yAXf70zX8EGw/ehuBXdbw2c8GgjBjsN1EbxZfuhago3fw5GG/XVpQbAkYsvjbacf0oRgh9HdCR4UbgLBkawaat1CCO4eiJfpsOkbQV4IPr0RGTs87bAQD4LjxlFO3uIKl03VsheCVb5Mv9nhgJkIbhjl5G9htG56C/0QfNtcgkdnLoLro5x+l2BdHTw6sxFcx+s62BtmLNggXGMKoy+PmoQLFty+rWkEPGKLtx2ebNE+9z0SEHxmW8MIuKj5F/sOQ2qm35x1BQSf2dYwAq5tu9dom/seCQg+s61hBFwNYJj+NEVOMLZ2CD67rT4CLrq2HQfFKzRVy/0imWD2Rho+s2EabAq2Cu+2V0vw8XevWn4UYyhGl2T6zIZp8FZwHC1rgnmVzpwqNrkk419895p+god1f6LF25pgUVwc9qZMjBg/s8FrepbgYd2fw6pBsFNQgtu2VfGk+9MVwzp48DMb/GGCOngKzC5p+DMb/MELwe5HNH3oB0+DF4Ldj2hCcNs2x7iu0nteUu9nNnTA/eiOxBPBrrFzSb0nVBuH7xyM7ow+BOwNU39mG+qgIaM7kVglU57r8WZmdhqmFtxQBw0Y3RFzPcG2MpnXMAR8QViebLDBgNEdeer9t5XZ2voQ8AVhebJhYuRs7enN88rnrzYEfEFYHqqcGrkQub4auToEfEFYnmwAvkGsBIMqlicbJqaxW41uUndaJxumpmlot6mrvalfhO6LEjNn8n6wZZqGdpu+1hTf7w4vK9uav+o0c6gJ7oTQGK0rA16dFzzPi4sULDSG63JpRQmmxGHFFr/cle/cqIPBHIFg4kBwAtXuMgSn+PJ9T8tAcMbMFjx3BIKJA8HEgWDiQDBxIJg4EEwcCCYOBBMHgokDwcSBYOJAMHEgmDgQTBwIJg4EEweCiQPBxIFg4kAwcSCYOBBMHAgmDgQTB4KJA8HEgWDiQDBxIJg4EEwcCCYOBBMHgokDwcSBYOJAMHEgmDgQTBwIJg4EEweCiQPBxIFg4kAwcSCYOBBMHAgmDgQTB4KJA8HEgWDiQDBxIJg4EEwcCCYOBBMHgokDwcSBYOJAMHEgmDgQTBwIJg4EEweCiQPBxIFg4kAwcSCYOBBMnMsRHDL2yWZrckZ0tXOVmfG4GMHHzZr/D8FkEXIhmC6HFWPX/xGCI8bYOj7dLcU/+etgsRe3b74tPt6+Y9cP8ni+5eodBM+ItAQLqcfNMg6l1yU3vY5DbvKwErdwvlEScM8Rg+AZkQgWPuXNV9x/gy8W+8OTnaie+bbrB/WPWJR3cS8PIHhGJIKVOv6X//t4+/XTB+5V1bVqmzo4kjdq1MFzoiRYvAjWhxf/u90FS1krC3LBIQTPjmoJ5pXwd8s4+PRum4tECZ4x1To4Pjz9PW9effRkl3vN/qE+BiEEz4hqK5r/4f4iJtrN0iRvUuX95FDug+AZkQ10qH5wrLpConMUy16v6ADL/bKHjH4wmAkQTBwIJg4EEweCiQPBxIFg4sxdcHUOv2lOP0o3ne74v8JlvufwZMf/6524Ov1463N3+QIEF8anlnF09e6TTabYiuA4SmeRfeSSBCcDVcmaDYEdwfLG4CvzF/yHFWNyaoAxthQSpUfxRyzTYVvxVxUxOUcULd7m9+jjbx/4f3EciAOTKQYxEVFewqP2xvIwNX6Z7k9ODz0uwvMXLHwk/x8364Jg6SsqzPIGwmywPTx9qAQRO/j5ahQ6WOzLS3iSvYV1POn+FJ/nFecveJ0sxlgnrzPBUXIvTgVnC3JqMUQrSU4RywmHdXkJT7Y3W8eT7U8DqD1+Mn/BheIalwQfN0pBLviMhoixZDpRLdeqLOERe7NVANn+PBOaj44HkBGctJWKdfDpjqXaBPpyxqvU63+JvfxuzO/QlSU86d5sHU+2P88EBLviTAmWrwvT+NoSLM9VNbZcOl1ewpPtrZTgUiYg2BX5/bhQB6/z4poKj89oUK1rJgN9kc77Z8Gzvdk6ntonBXWwO7LiKlq2vBksl10t9vzuvJUFLUrbRHHSim5A+Dlu5DKPgMnlHMUlPPneUiu6uGoarWh35PfjrB8sdLA/y+VXTC6rCor9YInqEGWI9Tk7KSxSFWtxCU9hL+8HX/9TBEn2Z+ejH+wFhVvr4WXfIIXeUUNc/7gkwYV5hqhHq0jWtE0VOcaifSEfNL7vU2lGpb5RBmaTwIRAMHH+D7nanwgSqKtQAAAAAElFTkSuQmCC)

coph <- cor(flower.d, cophenetic(hc.fit))  
sil\_cl <- silhouette(cutree(hc.fit,h=hh.crit),flower.d)  
values <- sil\_cl[1:n,]  
mean\_sil <- summary(sil\_cl)[[1]][4]  
  
hc.clusters <- cutree(hc.fit,h=hh.crit)  
table(hc.clusters,labs)

## labs  
## hc.clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18  
## 1 1 0 0 0 1 1 1 1 1 0 1 1 1 1 1 0 0 1  
## 2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## 3 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## 4 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 1 0

1. **Perform k-means CA with k = 3 using set.seed(2) and nstart = 20. Give a table of the cluster sizes and the cluster means. Interpret what the clusters represent based upon the cluster means.**

Examples of the first cluster have a mean (standardized) soil value of -.5338725, while the second and third clusters have examples with means of -0.1642685 and 1.3141477 respectively. This means that cluster 1 is expected to have lower soil values than cluster 2, and cluster 2 is expected to have lower soil values than cluster 3.

This same trend is followed for preference, with clusters 1, 2, and 3 having examples with standardized means of -0.5151222, 0.3746343, and 0.4682929.

For height, examples from cluster 3 have the lowest standardized mean (-0.7072614). The highest standardized mean belongs to cluster 2 (1.1771204), with cluster 1 (-0.5292096) between the two (but closer to cluster 3).

Finally, cluster 1 has the lowest distance standardized mean (-0.6919305) and cluster 2 has the highest (1.2541241). Cluster 3 (-0.4973251) is in between 1 and 2, however closer to cluster 1 than to cluster 2.

So, plants with very low soil, preference, and distance values as well as moderate height are likely to be associated with cluster 1.

Plants with moderate soil and preference values but high height and distance are likely to be associated with cluster 2.

Plants with high soil and preference values, but low height and moderate distance are likely to be associated with cluster 3.

(“Moderate” is used relative to the other clusters).

set.seed(2)  
km.out <- kmeans(flower.s, 3, nstart = 20)  
km.clusters <- km.out$cluster   
km.centers <- km.out$centers  
km.centers

## soil preference height distance  
## 1 -0.5338725 -0.5151222 -0.5292096 -0.6919305  
## 2 -0.1642685 0.3746343 1.1771204 1.2541241  
## 3 1.3141477 0.4682929 -0.7072614 -0.4973251

(table on next page)

table(km.clusters, hc.clusters)

## hc.clusters  
## km.clusters 1 2 3 4  
## 1 8 0 0 0  
## 2 4 0 0 0  
## 3 0 1 1 4

1. **Fit LDA using the k-Means clusters in (b). Give the confusion matrix and error rates for each of the 3 classes. Explain which cluster is not predicted as well.**

***\*\*edit (Jan 04, 2021): X = scores[,1:2] changed to X = flower.s[,1:2], previously falsely perfect predictions are now fixed.***

*Prediction Errors:*

*Class 1: 1/8 misclassified (12.5%)*

*Class 2: 0/4 misclassified (0%)*

*Class 3: 2/6 misclassified (33.3%)*

*Observations belonging to class 3 are misclassified most frequently; it is not predicted as well as classes 1 or 2.*

library(MASS)  
err.f <- function(y,yh) { ct = table(yh,y); err = 1-sum(y==yh)/length(y);  
rates = prop.table(ct,2); list(predictions=ct,overall\_error=err,prediction\_rates=rates) }  
y = as.factor(km.clusters)  
X = flower.s[,1:2]  
#X = scores[,1:2] \*\*  
lda.fit <- lda(X,y,cv=TRUE)  
lda.pred <- predict(lda.fit)$class  
err.f(y,lda.pred)

## $table  
## **y**  
## **yh** **1 2 3**  
## **1** 7 0 1  
##  **2** 0 4 1  
## **3** 1 0 4   
## $err  
## [1] 0.1666667   
## $prediction\_rates  
## **y**  
## **yh** **1 2 3**  
## **1** 0.8750000 0.0000000 0.1666667  
## **2** 0.0000000 1.0000000 0.1666667  
## **3** 0.1250000 0.0000000 0.6666667