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Section 1)

Part 1:

we implemented a function called which takes a sentence and make the tokens as required, how did we do it?

1. If we have at the end of the token then this a regular word if the first character is a Hebrew latter and the second to last.

2. if we have Hebrew latter at the end of the token and also at the beginning then this is also a regular word

3. anything else is not a Hebrew word that we should include.

Questions:

1. Min\_count: is the minimum count that would be included in the training, if it was big then we are going to learn on the most frequent words in the language, which leads to overfitting and if it were too small then we would learn on words that we don’t use them very often like names of countries which will include noise, we defined it to be in the 1 that means that every word in the corpus will be included but we would have put it bigger.

Window: is the max distance between the current word and the predict word in a sentence, small value leads to over fitting as we are not going to see a lot of repeated combinations, and not enough data on medium frequent combinations of words. And big value leads to a lot of noise as the not frequent combinations would appear in the training, we choose which we think is enough not too big and not too small.

Vector\_size: is the embedding vector size which tells how much does words are similar, too big of a number leads to overfitting because of the number of features, and too small would lead to underfitting because the feature would not be representative enough, we choose 100 which is okay.