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سید محمد طاها طباطبایی – ملیکا ذبیحی نیشابوری

**سوال اول : نسبت تعداد کالاهای خریداری شده به بازگشت به انبار به تفکیک سازمان**

برای پاسخ‌دهی به این سوال از دیتاست PRODUCTINSTANCE استفاده کردیم. از طریق ویژگی AD\_ORG\_REF\_ID به آی دی سازمان ها و از طریق ویژگی RETURNAMVALTOANBAR به وضعیت کالاها دسترسی پیدا کردیم. با پردازش این دو ستون در دیتاست نسبت تعداد کالاهای خریداری شده به بازگشت به انبار به تفکیک سازمان محاسبه شد.

**توضیح فنی پیاده سازی**

ابتدا مرحله ی پیش پردازش انجام می شود. برای دو ویژگی RETURNAMVALTOANBAR و AD\_ORG\_REF\_ID داده هایی که id سازمان آنها ثبت نشده و یا وضعیت بازگشت به انبار مشخصی ندارند دور ریخته می شوند.

برای پردازش داده ها از یک دیکشنری به نام orgInfo استفاده می کنیم. کلید آن id سازمان بوده و value آن یک لیست است که در آن تعداد کالاهای خریداره شده و تعداد کالا های بازگشت به انبار ذخیره می شود.

ابتدا بر روی id سازمان ها پیمایش می شود و مقادیر ویژگی RETURNAMVALTOANBAR آنها مورد بررسی قرار می گیرد.

این ویژگی دارای چهار مقدار زیر است:

1. مستعمل قابل بهره برداری
2. مستعمل ملزم به تعمیر
3. اسقاط قابل تفکیک
4. اسقاط غیر قابل تفکیک

اگر کالایی دارای مقدار 3 و یا 4 باشد به این معناست که این کالا به انبار بازگشت داده شده است و اگر هرکدام از این 4 مقدار را داشته باشد یعنی کالا بهرحال خریداری شده است.

بدین ترتیب هنگامی که بر روی ستون AD\_ORG\_REF\_ID پیمایش انجام می شود، id هر سازمان در دیکشنری ذخیره می شود. هربار که توسط سازمان خریدی صورت بگیرد با بررسی مقدار RETURNAMVALTOANBAR ، value دیکشنری آن بروز رسانی می شود.

**نتایج**

با این روش تمام اطلاعات مورد نیاز در دیکشنری orgInfo ذخیره شده است. با پیمایش کلید های آن ( id سازمان ها ) به تعداد کالاهای خریداری شده و تعداد کالا های بازگشت به انبار آن دسترسی پیدا کرده و نسبت آن ها را نمایش می دهیم.

نمونه خروجی:

|  |  |
| --- | --- |
| 469732738 | Organization Id |
| 183 | Returned Items Count |
| 864 | Purchased Item Count |
| 0.21 | returned-purchased Ratio |

با استفاده از این نتایج می توان فهمید کدام سازمان ها مقدار بازگشت به انبار بیشتری دارند، علت آن را ریشه یابی کرده و برای جلوگیری از آن تمهیداتی صورت گیرد. به طور مثال سازمان 200000137 نرخ بازگشت به انبار بسیار زیادی دارد (0.89) و باید علت آن بررسی شود. درصورتی که در نمونه ی نشان داده شده این نرخ به نسبت مطلوب تر است.

**سوال دوم: تحلیل ورود دارایی به خروج دارایی، به تفکیک زمان و معاونت**

حل این سوال در دو بخش صورت گرفته است. تحلیل ورود به خروجی دارایی به تفکیک زمان و تفکیک آن بر اساس معاونت. بدین منظور دو کلاس ConsumerInfo برای ذخیره اطلاعات بهربردار(معاونت) و ItemInfo برای ذخیره اطلاعات هر نوع کالا ایجاد شده اند که در ادامه کارکرد هرکدام توضیح داده می شود. برای تحلیل این سوال از دیتاست INOUTLINE استفاده شده و پردازش بر روی ویژگی های M\_PRODUCT\_ID (شناسه کالا) ، CONSUMER ( بهربردار) ، CREATED ( تاریخ ایجاد و ورود دارایی ) ، OPERATIONDATE ( تاریخ بهره برداری و خروج دارایی ) صورت گرفته است. در بخش نتایج علاوه بر تعداد ورود و خروجی کالا ها در هر سال، بیشترین کالای خریداری شده، بیشترین کالای بهره برداری شده، بهره برداری که بیشترین خرید را داشته و... نمایش داده می شود. همچنین نشان داده می شود هر بهره بردار به کدام کالا ها علاقه ی بیشتری داشته و میزان خرید آن در سال های مختلف به چه صورت بوده است.

**توضیح فنی پیاده سازی**

ابتدا در مرحله ی پیش پردازش، ویژگی های M\_PRODUCT\_ID ، CONSUMER ، CREATED ، OPERATIONDATE از دیتاست انتخاب می شود. از آنجایی که null بودن هریک اینها در تحلیلمان بی معنی است کالاهایی که دارای این مقدار باشند را دور میاندازیم. زیرا به طور مثال زمانی که تاریخ بهره برداری مشخص شده است، مشخص نبودن بهره بردار بی معنی است.

در مرحله اول به توضیح کلی کد برای هر کدام از بخش های صورت سوال پرداخته و سپس کلاس های ConsumerInfo و ItemInfo معرفی می شوند.

**تحلیل ورود دارایی به خروج آن به تفکیک زمان**

ابتدا دیکشنریی با نام itmes ایجاد می شود که کلید آن "سال" + "شناسه کالا" بوده و value آن یک شی از کلاس ItemInfo می باشد. با این روش اطلاعات هر کالا با توجه به سالی که خریداری شده ذخیره می شود. سپس سطر های دیتاست را پیمایش می کنیم. اگر تاریخ ورود یا خروج کالا به فرمت درستی نباشد ( مثلا بجای تاریخ ، رشته ی بی معنی نوشته شده باشد) و یا تاریخ ورود کالا بعد از خروج آن باشد کالا دیگر به عنوان یک کالای معتبر پردازش نمی شود. تنها در صورت صحت این اطلاعات، مقادیر آن ها در متغیر ها ذخیره می شوند.

با پیمایش هر سطر اگر شناسه آن کالا + سال ورود آن در کلید های items باشد، اطلاعات ان کالا بروز رسانی شده و در غیر این صورت یک ابجکت ItemInfoجدید به items اضافه می شود.

**تحلیل ورود دارایی به خروج آن به تفکیک معاونت**

ابتدا دیکشنریی با نام consumers ایجاد می شود که کلید آن "شناسه ی بهره بردار" بوده و value آن یک شی از کلاس ConsumerInfo می باشد. با این روش اطلاعات کالاهای خریداری شده برای هر بهره بردار ذخیره می شود.

مشابه قسمت قبل تاریخ ها بررسی می شوند و اگر شناسه بهره بردار در کلید های consumers باشد، اطلاعات ان بهره بردار بروز رسانی شده و در غیر این صورت یک ابجکت ConsumerInfoجدید به consumers اضافه می شود.

**کلاس ItemInfo**

این کلاس اطلاعات کلی هر کالا در هر سال را ذخیره می کند و شامل ویژگی های شناسه ی کالا، تاریخ ورود و خروج آن، تعداد آن کالا (در هر سال)، لیست بهره بردارانی که این کالا را خریداری کرده اند ( دیکشنریی شامل id و تعداد خرید آنها)، شناسه ی بهره برداری که این کالا را بیشتر از همه خریداری کرده و تعداد خرید آن است. همچنین دیکشنری هایی به صورت استاتیک تعریف شده اند که تعداد کل ورود و خروج کالا در سال و بیشترین کالای بهره برداری شده در هر سال را ذخیره کرده اند.

تابع update\_item\_info: هربار که سطر های دیتاست پیمایش می شود ، اگر شناسه ی این کالا + سال مورد بررسی در کلید های items موجود باشد یعنی کالا قبلا وجود داشته و این تابع فراخوانی می شود. در این صورت یا بهره بردار جدیدی کالا را خریداری کرده و یا یک بهره بردار مجددا در آن سال کالا را خریده است. در هر صورت شناسه ی بهره بردار با لیست بهره بردارانی که کالا را تابحال خریده اند مقایسه می شود. اگر شناسه وجود داشته باشد به تعداد خرید های آن یکی اضافه شده و در غیر ان صورت شناسه بهره بردار به دیکشنری consumers کالا اضافه می شود. سپس از طریق توابعی که در ادامه ذکر میشوند تعداد کل ورودی/خروجی کالا بروز رسانی می شود.

توابع update\_input\_per\_year\_counter و update\_output\_per\_year\_counter: این توابع مقادیر دیکشنری های inputPerYear و outputPerYear که به صورت استاتیک تعریف شده اند را بروز رسانی می کنند. کلید این دیکشنری ها سال ورود/خروج کالا بوده و value آن تعداد کالا می باشد. با هر بار فرخوانی این تابع سال مورد نظر در کلید ها پیدا شده و مقدار کالا ی آن یکی اضافه می شود. بدین ترتیب تعداد ورودی ها و خروجی های کل کالا در سال شمرده می شود. در تابع دوم مقدار دیکشنری operatedItemPerYear هم بروز رسانی می شود. این دیکشنری تعداد خروج هر کالا در سال را می شمرد و در تابع get\_top\_operated\_item\_per\_year کاربرد دارد.

تابع get\_top\_operated\_item\_per\_year: این تابع به صورت استاتیک پیاده سازی شده است و با گرفتن یک سال بیشترین کالا ی بهره برداری شده در آن سال و تعدادش را در خروجی می دهد.

تابع update\_top\_consumer\_per\_year: این تابع بر روی دیکشنری consumers هر کالا پیمایش انجام می دهد. هر بهره بردار که بیشتر از بقیه کالا را خریداری کرده باشد در متغیر top\_consumer کالا ذخیره شده و تعداد خرید آن در top\_consumer\_purchase\_count ذخیره می شود. در توابع getter این دو متغیر ابتدا این تابع صدا زده می شود تا مقادیر top\_consumer و top\_consumer\_purchase\_count کالا را بروز رسانی کند.

**کلاس ConsumerInfo**

این کلاس اطلاعات کلی هر بهره بردار را ذخیره می کند و شامل ویژگی های شناسه بهره بردار، تعداد کل خرید ها، بیشترین کالای خریداری شده و تعداد آن، لیست کالاهای خریداری شده و تعداد آنها (به صورت دیکشنری) و لیست کالاهای بهربرداری شده و تعداد آنها است.

تابع update\_consumer\_info: هر بار که سطر هایی دیتاست پیمایش می شود، اگر شناسه ی بهره بردار در کلید ها consumers موجود باشد یعنی این بهره بردار قبلا وجود داشته و این تابع فراخوانی می شود. در این صورت اگر بهره بردار کالای جدیدی را خریداری کرده باشد شناسه ی آن کالا به دیکشنری purchasedItems بهره بردار اضافه می شود و اگر کالا را قبلا خریداری کرده باشد مقدارآن در دیکشنری یکی اضافه می شود. سپس مشابه کلاس ItemInfo تعداد کل خرید ها و ورودی/خروجی کل کالا های بهره بردار بروز رسانی می شود.

تابع get\_most\_purchased\_item: این تابع بر روی دیکشنری purchasedItems هر بهره بردار پیمایش انجام می دهد. با مقایسه تعداد هر کالا، کالایی که توسط بهره بردار بیشتر از همه خریداری شده باشد (ورود) به عنوان mostPurchasedItem بهره بردارو تعداد خرید آن در mostPurchasedItemCount ذخیره می شود.

**نتایج**

همانطور که در تعاریف کلاس ها بیان شد با استفاده از توابع پیاده سازی شده و دیکشنری های استاتیک اطلاعات بدست آمده از کل کالا ها و بهره برداران نمایش داده می شود.

تابع print\_inout\_per\_year: این تابع تمام اطلاعات گفته شده را چاپ می کند و برای بررسی بخش اول سوال استفاده می شود.

تابع print\_purchased\_info: این تابع یک سال را به عنوان ورودی می گیرد و با پیمایش دیکشنری items کالایی که بیشترین مقدار خرید (ورود) را داشته باشد چاپ می کند. همچنین بهره برداری که در آن سال بیشترین خرید را داشته باشد چاپ می شود.

تابع print\_top\_consumers: این تابع اطلاعات گفته شده برای بهره بردار را چاپ می کند و برای بررسی بخش دوم سوال استفاده می شود. برای بررسی راحتتر نتایج یک ورودی به نام min\_purchase\_count به آن داده می شود و اطلاعات بهره بردارانی که حداقل یک تعداد خاصی کالا خریداری کرده باشند نمایش داده می شود.

نمونه خروجی بخش اول (اعداد ذکر شده فقط برای سال 2018 هستند)

|  |  |
| --- | --- |
| 2018 | |
| 4486 | overall input |
| 4483 | overall output |
| 104014836 | most purchased item id |
| 437 | most purchased item count |
| 105003590 | top consumer id |
| 130 | top consumer purchase count |
| 104014836 | most operated item id |
| 437 | most operated item count |

با بررسی خروجی های این بخش متوجه می شویم در هر سال کدام کالا ها بیشترین طرفدار را داشته اند و کدام بهره برداران بیشترین خرید را کرده اند. به طور مثال کالا ی 104010517در سال های 2015, 2019, 2021 بیشترین ورود و خروج را داشته است و این به معنای پرطرفدار بودن ان نسبت به کالا های دیگر است. همچنین مشاهده می شود در هر سال نرخ ورود تقریبا برابر با خروج کالا بوده و فروش خوبی داشته ایم. اگر در سالی تعداد کالا ی خارج شده بیشتر از کالا های وارد شده باشد بدین معناست که از کالا های وارد شده در سال های قبل بهره برداری شده است.

نمونه خروجی بخش دوم (اعداد ذکر شده فقط برای یک بهره بردار هستند)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 300002668 | | consumer id | | |
| 210035088 | | most purchased item | | |
| 104 | | most purchased item count | | |
| year | input | | output |
| 2016 | 90 | | 90 |
| 2017 | 186 | | 186 |
| 2018 | 22 | | 22 |
| 2019 | 9 | | 9 |
| 2020 | 7 | | 7 |
| 2021 | 1 | | 1 |

با بررسی این نتایج میتوانیم متوجه شویم هر بهره بردار به کدام نوع کالا بیشتر علاقمند است. به طور مثال کالای 300003322 بین سه بهره بردار 105003097 و 105003766 و 105003604 محبوب است زیرا بیشترین میزان ورود و خروج را از این کالا داشته اند. همچنین می توان فهمید هر بهره بردار چقدر تمایل همکاری با ما را دارد. به طور مثال در نمونه ی نشان داده شده تعداد ورود و خروج کالاها برای بهره بردار 300002668 طی سال ها کم شده است و این نشان دهنده ی عدم رضایت اوست. در صورتی که بهره بردار 300081261طی سال های 2018 تا 2021 میزان خرید و فروش به نسبت خوبی داشته است.

لازم به ذکر است میزان کالاهای وارد و خارج شده به انبار بیشتر از مقادیرذکر شده می باشد. به دلیل وجود ایرادات در دیتاست و ناقص بودن اطلاعات برخی کالاها، پردازش بر روی آنها انجام نشده و در همان مرحله ی پیش پردازش حذف شده اند. نتایج نشان داده شده بر اساس تعداد کالاهای معتبر می باشد.

**سوال سوم: وضعیت کالاهای مشابه، و پیش بینی قیمت هر کالا متناسب با خوشه آن**

برای پاسخ به این سوال، باید یک مدل خوشه‌بندی پیشنهاد دهیم که دیتای ترین[[1]](#footnote-1) را خوشه‌بندی کند، تا بتوانیم، در گام بعدی، دیتای تست را به وسیله خوشه های موجود، پیش‌بینی کنیم. در این بخش، چند مدل خوشه بندی، از جمله DBSCAN, K-means, OPTICS, Brich و HDBSCAN تست و نتایج آن ها بررسی شد، و در نهایت سه مدل K-means و DBSCAN و HDBSCAN که به نظر برای داده های ما مناسب تر بود، انتخاب شدند تا نتیجه خوشه‌بندی روی آن ها به طور جدی‌تر بررسی شود. در این گزارش، برای هر کدام از این مدل ها یک اسکریپت پایتون نوشته شد و نتایج را بر اساس پیاده‌سازی انجام شده بررسی کردیم. در میانه بررسی اسکریپت، چالش های پیش‌آمده نیز بررسی می‌شوند. با توجه به اینکه بهترین پیاده‌سازی، روی مدل مبتنی بر خوشه‌بندی K-means به‌دست آمد، تنها این مدل با جزئیات شرح داده خواهد شد، اما اسکریپت های دو مدل دیگر نیز در فایل های ارسالی قرار داده شده اند.

در گام بعدی، با استفاده از یک مدل رگرسیون خطی[[2]](#footnote-2)، براساس قیمت ابتدایی و فعلی کالا، یک مدل رگرسیون خطی پیاده‌سازی می‌شود که قیمت آینده کالا را با تابع به‌دست آمده از این مدل می‌توان پیش‌بینی کرد.

**توضیح فنی پیاده‌سازی، متمرکز بر مدل K-means[[3]](#footnote-3)**

برای خوشه‌بندی، در اولین گام نیاز به تشخیص ویژگی های مناسب برای پردازش داده ها بود. برای این کار، تمام تیبل های داده شده، به صورت دستی بررسی شدند. ایده اولیه انتخاب ویژگی ها، خوشه‌بندی بر اساس نوع و قیمت بود. دلیل این انتخاب، این بود که بتوان در مرحله پیش‌بینی نیز، با اتکا به اینکه قیمت در خوشه‌بندی نیز لحاظ شده، و همچنین این اصل بدیهی که کالاهای هم نوع را می‌توان تا حد خوبی، مشابه هم فرض کرد، به یک خوشه بندی با دقت مناسب برسیم. بررسی تیبل ها با این ایده اولیه، منجر به انتخاب سه ویژگی شد. ویژگی BOOKVALUE از تیبل productInstance ، و ویژگی های NAME و VALUE از تیبل products. ویژگی اول، طبق تعریف ارائه شده، ارزش روز یک کالا را بیان می‌کند. ویژگی دوم، یک رشته به زبان فارسی است که اسم یک کالا را نمایش می‌دهد. در مورد این ویژگی لازم به ذکر است که رشته های فارسی ارائه شده در دیتا، بعضا شامل الگوی خاصی در نام گذاری بودند که در بخش های بعدی توضیح بیشتری داده خواهد شد. ویژگی سوم نیز، شامل اعدادی است که متناظر با نوع کالا، بر اساس شباهت کالا ها، مقدار دارند. شاید بتوانید برای تقریب ذهنی، عملکرد این ستون را به عنوان یک بازنمایی(مشابه embedding vector) از رشته فارسی به عدد در نظر بگیرید، به این صورت که کالاهایی با اسم مشابه، اعداد نزدیک به هم در ستون VALUE دارند. ویژگی M\_PRODUCT\_ID نیز از هر دو تیبل، به این دلیل انتخاب شد تا بتوان به عنوان کلید مرحله مرج، برای ادغام دو سری دیتا استفاده شود. با این توضیحات برای انتخاب ویژگی، وارد مرحله پیش پردازش می‌شویم.

با بررسی ویژگی ها NAME و VALUE، یک نکته جلب توجه کرد. مقادیری در ستون NAME وجود داشتند، که به فرمت:

اسم کالا + " . ."

یا به فرمت:

اسم کالا + " ."

بودند.

پس در دیتاست، یک حالت رخ می‌داد، مشابه شکل زیر:
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که به ازای یک اسم مشابه، بدون تفاوت در دیگر ستون های رکورد مورد نظر، و فقط وجود یک پسوند شامل نقاط در اسم، تعدادی صفر به انتهای عدد بازنمایی در ستون VALUE، اضافه می‌شد. در اولین گام پیش پردازش دیتا، این صفر های اضافی از مقادیر رکورد های ستون VALUE حذف می‌شوند.

در خطوط 32 تا 67، این تبدیل روی رکورد هایی که به این فرمت هستند، اعمال می‌شود. با توجه به اینکه وجود دو نقطه، تعداد صفر بیشتری اضافه می‌کرد، برای پاکسازی، دو رشته رجیکس متفاوت استفاده کردیم تا بتوانیم براساس تعداد صفر های اضافه شده، تخمین مورد نظر را اعمال کنیم. بر اساس رجیکس مچ شده با رشته و دیتاتایپ تشخیص داشته شده(برخی مقادیر عددی، رشته تشخیص داده می‌شدند که باید به شکل رشته با آنها برخورد می‌شد) تبدیل روی مقادیر انجام می‌شود.

همچنین در حلقه یاد شده، در انتهای حلقه، یکبار دیتاها را به مقدار عددی تبدیل می‌کنیم( با کمک متد to\_numeric). علت این کار، این است که همچنان برخی مقادیر در دیتاست، طول عددی زیادی دارند که باعث می‌شد، این اعداد به عنوان رشته در لایبرری های مورد استفاده پردازش شوند. با این تغییر فرمت، خواستیم تا این اشکال نیز برطرف شود(خطوط 59 تا 64). در خط 67 نیز، یکبار کل ستون به فرمت float64 تبدیل می‌شود، تا از این بابت، دیگر هیچ مشکلی در پردازش مقادیر عددی نداشته باشیم.

گام بعد، ادغام دیتاهای دو تیبل است. با کمک ویژگی ID انتخاب شده، ستون های موجود را با یکدیگر مرج می‌کنیم. متد ادغام، inner در نظر گرفته شده تا فقط اشتراکات با یکدیگر ادغام شوند، و دیتای بلااستفاده جدید تولید نشود.(خط69)

سپس، مقادیر null از دیتا حذف شده.(خط 73)

در خط 75، دو فیچر مورد نیاز برای پردازش در مدل خوشه‌بندی، VALUE و BOOKVALUE به عنوان دیتای نهایی انتخاب شده اند. این دیتاها را برای استفاده بهتر در لایبرری ها، به فرمت numpy تبدیل می‌کنیم.

در خط 81، تابع train\_test\_split از کتابخانه sci-kit برای دسته بندی دیتا به دو بخش train و test استفاده می‌شود. 70 درصد دیتای موجود، به عنوان train و 30 درصد به عنوان test انتخاب می‌شود.

گام بعدی، اسکیل دیتا به رنج [0,1] است(خطوط 85 تا 87). تبدیل MaxAbsScaler نیز امتحان شد، که در اجرا تفاوت خاصی با روش فعلی(MinMaxScaler) نداشت. پس از اسکیل کردن، مرحله پیش‌پردازش داده ها به اتمام می‌رسد.

در این بخش، به توضیح مدل ساخته شده می‌پردازیم. برای خوشه بندی، در مقایسه بین 3 مدل DBSCAN، HDBSCAN و K-means، مدل K-means خروجی بهتری داشت، به همین جهت انتخاب نهایی این مدل بود. چالش اصلی مدل K-means برای خوشه‌بندی، انتخاب تعداد بهینه خوشه ها است، به شکلی که خوشه های با کیفیت مناسبی تولید شود. برای حل این موضوع، با اجرای الگوریتم elbow، تعداد خوشه های مناسب را پیدا کردیم.

الگوریتم elbow، با اجرای k های مختلف و شبیه سازی خوشه‌بندی، سعی می‌کند تا بهترین k را انتخاب کند. معیار انتخاب، بهترین دقت کسب شده، به نسبت زمان اجراست. الگوریتم، خوشه‌بندی با k های مختلف را شبیه سازی می‌کند. سپس دقت خوشه‌بندی های به‌دست آمده را محاسبه می‌کند. نقطه elbow که در واقع، نقطه ای است که تغییرات بهبود دقت خوشه‌بندی، به نسبت زمان صرف شده بسیار کم می‌شود، نقطه مورد نظر ما است. مقدار k این نقطه، به عنوان تعداد خوشه های بهینه انتخاب می‌شود. به طور بدیهی، به نظر می‌رسد که شاید در نمودار، فقط یک نقطه به این شکل وجود داشته باشد، اما به طور تجربی مشخص می‌شود که ممکن است متناسب با توزیع دیتا، چند نقطه به این شکل داشته باشیم. به همین دلیل، باید متد elbow در چند رنج مختلف k اجرا شود، تا احتمال انتخاب k بهینه به طور گلوبال را افزایش دهیم. با توجه به این نکته، ما نیز در ساخت مدل خود، چند بار در رنج های مختلف k، الگوریتم را اجرا کردیم، و در انتها مقدار k=48 انتخاب شد. جدول زیر، نمایش حاصل چندبار اجرای متد elbow و مقادیر k به‌دست آمده، زمان تقریبی اجرا و امتیاز کسب شده است.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | K = 101 | K = 79 | **K = 48** | K = 34 | K = 11 | K = 7 |
| Score | 0.002 | 0.003 | **0.008** | 0.018 | 0.173 | 0.576 |
| Run time | 7.1 | 5.0 | **2.8** | 2.2 | 0.7 | 0.5 |

متد محاسبه امتیاز در این مقایسه، distortion است. محاسبات به این شکل انجام می‌شود که مجموع مربعات فاصله هر نقطه از مرکز انتصاب داده شده اش، محاسبه می‌شود. طبعا هرچقدر این مقدار کمتر باشد، یعنی خوشه‌ های متمرکز تری ایجاد شده، پس عدد پایین‌تر، مطلوب‌تر است.

در مرحله بعد، مدل K-means را با پارامتر k=48 ترین می‌کنیم.

گام نهایی، مرحله تست است. در این بخش به طور مرسوم، دیتای تست را به مدل دادیم و با استفاده از متد predict، لیبل های اختصاص یافته را محاسبه کردیم.

**نتایج خوشه‌بندی**

برای بررسی دقت مدل، از متد امتیاز دهی Silhouette استفاده کردیم، که یک متد مرسوم در روش های یادگیری بدون ناظر است. این متد برای هر نمونه از دیتا، مطابق فرمول زیر، ضریب امتیاز آن خوشه را محاسبه می‌کند.

که α، فاصله درون خوشه ای برای هر نمونه دیتا و β، فاصله از نزدیک ترین خوشه به جز خوشه ای که نمونه در آن قرار دارد است. عدد نهایی، میانگین ضرایب تمامی نمونه ها است. این عدد، در رنج [-1,1] است. عدد 1 نشان دهنده بهترین حالت خوشه‌بندی، و عدد 1- ، نشان دهنده انتساب نمونه به خوشه اشتباه است. اعداد در محدوده 0 نیز، بیانگر هم پوشانی بین خوشه ها است، که مطلوب نیست.

ضریب Silhouette را برای دیتای train و test محاسبه کردیم. نتایج به شکل زیر است.

|  |  |  |
| --- | --- | --- |
|  | Train | Test |
| Silhouette score | 0.841 | 0.838 |

با توجه به امتیازات، مدل ما به دقت میانگین بسیار خوب 84 درصد روی نمونه train و 83 درصد روی نمونه test دست یافت. همچنین به طور رندوم، 10 اندیس از دیتای test تولید می‌شود که در خروجی مقدار لیبل پیش‌بینی شده برای آن‌ها را چاپ می‌کنیم.

همچنین، نتایج ویژال خوشه‌بندی، در 3 فولدر جداگانه، با نام های Train Result، Test Predictions و Selected Points که به ترتیب، نتایج اجرای مدل برای دیتای train، دیتای test و لیبل نقاط منتخب است. تصویر زیر دقت مدل در یکی از اجراها است.

![](data:image/png;base64,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)

به این ترتیب موفق شدیم تا یک خوشه‌بندی بر اساس نوع کالا و قیمت کالا بسازیم که در ادامه موفق به پیش‌بینی لیبل روی دیتای تست با دقت مناسبی است.

**توضیح فنی پیاده‌سازی مدل رگرسیون**

در این بخش، روال منطقی کار به این شکل است که به ازای هر خوشه‌بندی تولید شده در مرحله قبل، می‌توان برای دیتاهای آن خوشه، یک مدل پیش‌بینی آموزش داد. یک داده تست به طور رندوم انتخاب می‌شود، با توجه به اینکه در کدام خوشه قرار دارد، دیتای آن خوشه به مدل رگرسیون داده می‌شود و در انتها، قیمت نمونه انتخابی پیش‌بینی می‌شود. ایده این است که اگر مدلی با داشتن قیمت اولیه و قیمت به‌روز کالا بسازیم، از تابع فیت شده این، مدل می‌توان به عنوان یک تابع پیش‌بینی، استفاده کرد. در واقع ما معادله(مدل پیاده سازی شده ما معادله درجه اول است) تابع رگرسیون به‌دست آمده را، به عنوان یک تابع رشد قیمت در نظر می‌گیریم.

در کد پیاده‌سازی شده، ابتدا یک نمونه از دیتای تست را به طور رندوم انتخاب کرده ایم.(خط 147)

در خط 152 تا 156، از دیتای ترین، دیتا هایی که لیبل مشابه نمونه تست را دارند، انتخاب می‌کنیم. با این کار، تمام داده های ترین مربوط به خوشه مورد نظر را داریم. با کمک این داده ها، مدل رگرسیون را خواهیم ساخت.

در خطوط 159 و 160، پارامتر های x1 و y1 که بعدا ورودی مدل هستند را مشخص می‌کنیم.

در خطوط 163 تا 169، دیتای به‌دست آمده را نمایش می‌دهیم.

در خط 177 و 178، مدل پیش‌بینی را آموزش می‌دهیم. در انتها نیز(خط 184)، قیمت را برای داده نمونه تست پیش‌بینی می‌کنیم. به طور مثال، در تصویر زیر، شیب تابع و مقدار پیش‌بینی شده قیمت آینده کالا، به ترتیب نمایش داده شده اند.
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**نتایج**

در انتها توانستیم، با ترکیب روش خوشه‌بندی و رگرسیون، یک مدل پیش‌بینی قیمت بر اساس شباهت کالاها بسازیم. در این روش، از متد خوشه‌بندی K-means و مدل رگرسیون خطی ساده استفاده شد.

1. train [↑](#footnote-ref-1)
2. Linear regression [↑](#footnote-ref-2)
3. پیاده‌سازی نهایی در فایل “Kmeans - regression.py” انجام شده است. [↑](#footnote-ref-3)