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# 项目介绍

## 项目简介

|  |  |
| --- | --- |
| 项目名称 | AI4CBT |
| 项目内容 | 基于认知行为疗法的AI心理咨询师 |

## 小组成员介绍

|  |  |  |
| --- | --- | --- |
| 序号 | 姓名 | 项目分工 |
| 1 | 陈祺 | 项目管理、文档编写、数据收集、模拟测试、答辩报告 |
| 2 | 胡晓寒 | 模型微调 |
| 3 | 曾梓恒 | （可能需要合成数据来增加数据量）数据清洗、格式化 |
| 4 | 孟松舟 | 数据收集、模型性能验证及评估、上传与社区部署 |
| 5 | 蔡彦恒 | 模型微调 |

# 项目整体说明（项目概述、功能介绍）

项目概述

本项目旨在开发一个基于认知行为疗法（CBT）的AI心理咨询师，通过智能对话为用户提供心理支持，填补传统心理咨询在当下的部分应用空白。依托自然语言处理技术，实现情绪识别、认知模式分析和建议生成，帮助用户改善情绪并调整行为。

心理健康问题在现代社会日益凸显，尤其是在后疫情时代，人们的心理健康危机加剧，迫切需要更易用和更即时的精神卫生干预。但专业心理咨询资源有限且成本较高，灵活度较低，大众需求难以得到广泛满足。近年来人工智能的快速发展和大语言模型的广泛运用产生了将心理咨询智能化的契机。在心理咨询的众多流派中，我们选择认知行为疗法进行本项目，主要原因如下：

1. 逻辑性强：CBT有结构化的流程（识别负性思维、进行认知重构、制定行为策略），容易转化为语言模型的对话框架。

2. 实用性高：CBT注重具体问题的解决，能够快速产生可观察的效果，适合用户短时间内感受到成效。

3. 适合自然语言处理：CBT中的核心工具，如“自动化思维记录”和“认知重构”，依赖于语言交流，适合通过文本分析实现。

功能介绍

1. 情绪识别：分析用户的输入文本，识别主要情绪（如焦虑、抑郁、愤怒等）。
2. 认知模式识别：引导用户描述问题，提取自动化思维（如负面认知）并识别不良认知模式（如以偏概全、消极过滤等）。
3. 认知重构：提供替代性认知建议，帮助用户以更积极和理性的方式看待问题。
4. 行为实验建议：基于用户的实际情况，生成具体的行为实验计划，引导用户实践新的思维模式。
5. 隐私保护：实现严格的数据加密，确保用户输入和历史记录的安全性。
6. 线上使用：微调完成后，将模型部署到魔搭社区，供用户访问和体验，并保存已登录用户的对话历史。
7. 中英双语支持（暂定）：视目标用户需求使用中文或英文进行对话。

# 实现思路

（需说明是选择 大模型微调、大模型应用开发，至少选择其中一项）

1. 选择基础模型：我们的项目主要使用大模型微调技术，选择的是模型再做进一步训练和微调，因为此模型具有较强的多轮对话能力且在中文语境下表现较好。
2. 准备数据集：所使用数据集来源自Hugging Face上的开源数据集和从公开的心理学文献、调查报告等渠道整理的自定义数据集，我们会将这些数据格式化为适合对话模型微调的格式，生成额外对话样本进行数据增强并人工去噪筛选。
3. 模型微调：使用ModelScope Notebook的免费GPU算力，框架使用适配微调的开源工具链（LoRA或PEFT），通过微调在保留基础模型的通用知识的同时强化其在CBT领域的专业性，尽量提高模型推理的性能。
4. 模型评估：使用CBT-Bench评估模型在这一专业领域的表现，包含基本知识、认知理解和结构化生成咨询回复文本。（后期还可收集用户满意度反馈，评估模型生成结果的准确性和实用性）
5. 模型部署：将微调后的模型上传至ModelScope Hub，并开源，提供以下内容：微调参数文件(sft.json)、训练日志文件(logging.jsonl)、使用说明文档(README)，在魔搭社区的平台上提供在线对话功能。