“十四五”规划中明确提出要加快智能铁路建设，提升铁路运营的智能化水平。高速铁路建设是促进国民经济发展的“火车头”，截至2023年，我国铁路客运量已达356000亿人。在这种新的趋势下，传统、人工的铁路故障诊断模式难以满足安全管控的快速响应需求，故障诊断的不及时、不准确、不高效，威胁高铁运行安全。

针对以上问题，团队研发了一款面向高速铁路运行控制系统的边缘云计算服务，该服务系统主要由边端、云端和云端协同组成。*（放框架图）*

边端系统部署在站台附近，具有高性能的计算能力和存储能力，负责实时数据处理和初步分析，识别潜在故障。可以大幅减少延迟，提高诊断效率。通过联邦学习算法，边缘节点可独立训练局部模型，并在云端进行全局模型优化，减少传输延迟和隐私风险，动态调整诊断模型以适应不同列车设备的需求。

中心云整合各边缘节点的数据，进行深度分析与模型优化，使用多模态数据提升故障诊断的准确性。结合Slurm调度系统，云端实现全局任务调度与资源管理，确保系统高效运行。

云边协同采用Slurm作为资源调度器，实时监控边缘节点的资源利用情况，确保边缘计算资源在模型训练和诊断任务中得到最大化利用。

因此，通过边端的边缘云计算系统可以满足铁路故障诊断的及时性；通过实验验证和同类算法的对比测试可以肯定诊断的准确性；通过采用高性能slurm可以提高故障诊断速度，证明该系统的决策高效性。

面向高铁运行控制系统的边缘云计算服务

首先介绍边缘采集中心，边端主要是对边端设备，站台的转辙机、压力传感器、温度传感器等设备以及采集到的图片数据、视频数据做录入处理，然后规则匹配，实现多协议多模态的数据入库操作。主要有四大模块：

业务管理，主要用于站台信息的管理，支持增添、修改、删除以及导出各站台的详细情况，旨在为设备管理提供服务，最终实现站台与设备的高效联动管理。

设备管理：支持添加各类设备，如转折机、压力传感器、温度传感器等，用户也可以根据需求自定义添加设备，从而实现对各类设备的统一管理与监控，确保设备运维的精准高效。事件规则匹配：通过自定义规则的匹配，实现对任意设备上传的通信协议数据进行处理与匹配入库。该功能能够自动识别数据，并依据预设规则进行相应处理，实现对设备数据的精准管理与故障检测。

消息日志模块：可以查询并追溯从边缘设备采集到的数据上传至采集中心并入库的完整消息内容及相关事件，实现对故障的全面监控与分析。

接下来介绍中心云的控制台。

云端首页是超算中心，主要用于监控各个边端设备的实时信息，包括任务处理进度、作业运行情况、状态分布、节点状态以及实时作业统计等，帮助用户全面掌握任务运行动态。采集中心负责收集各个站台每日上传至中心云的数据量，并对这些数据进行实时处理，确保上传信息的及时响应与分析。

作业管理：实现自动化脚本部署，通过脚本管理向各站台下发算法模型，下发并执行相关作业。同时，服务器管理功能用于管理各个站台的边缘服务器，包括服务器的加入、兼容性检查和配置管理。当用户在中心云端提交任务后，边缘服务器可同步查看任务的具体提交情况。

在完成任务训练后，边端服务器训练的情况以及最终的预测结果如下。由此当用户在中心云端提交任务之后，可以高效处理及分配资源并合理调度执行，进而更高效的实现故障预测功能。

以上是面向高速铁路运行控制系统的边缘云计算服务架构系统的全部内容，感谢您的观看。