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**Introduction:**

In mp1, we built up a transaction system with up to 9 ATMs working in the same time. In the logger, events, time delay and bandwidth are recorded in order so as to plot the graphs representing the relationship among these clients. In each terminal, the balance of all users would be printed out.

## Code Implementation:

**ATMs:**

Each ATM file(mp1\_node.go) consists of 3 parts:

1. When events happen in its own ATM, it multicast to all other processes (Acting like a server, main function)

2. Handle connection among all other ATMs (Acting like a client)

3. Error Detection Subroutine

**Main Function:**

First of all we run a subroutine for detecting signal interrupts(signal.Notify). Then we set up the connection between this ATM and each other ATM. To achieve this functionality, the ATMs with lower IDs would listen to the ATMs that have higher IDs, and the higher ID ATMs would dial to the lower ID ATMs. Once all the connections are set up, we check our interrupted flag to make sure the current ATM is not terminated by ctrl + c. Otherwise it would not multicast the events happen in its ATM. If this ATM is alive, each event generated would be pushed into the priority queue(pq) and also reordered in the queue. At last, the event would be multicast asking for propose message from other ATMs.

**Handle Connection:**

In my structure, there are 4 types messages that an ATM would receive:

1. A **REQUEST** message: for which it should push the received event into its own priority queue and send propose back to sender
2. A **PROPOSE** message: when an ATM receive a **PROPOSE** message, it would than compare the received priority with its own priority and if the received one is larger, update that in the priority queue. Moreover, it would go through a Propose map to see if this message has received all the proposes from other ATMs. Suppose we now have received all the propose messages and the event is at the head of the priority queue, we would set this message to deliverable and update the balance array. At last we multicast **AGREE** message and pop the consecutive deliverable events from the queue.
3. An **AGREE** message: when an ATM receive an **AGREE** message, it would then update the priority of the event in the priority queue and also pop all the consecutive deliverable events if the first event in the queue is deliverable.
4. A **BROKEN** message: when an ATM receive a **BROKEN** message, it would then set the corresponding ATM to false in the “isAlive” array and won’t wait for the propose from this ATM anymore. Besides this, it would also pop out all the events that were sent from the broken ATM so that the priority queue would not be stuck.

**Error Detection Subroutine:**

An error Detection Subroutine would be initialized at the start of the program, and once an interrupt signal is detected, it would multicast to all other ATM a **BROKEN** message which contain the ID of its ATM and shut down all the current running routines, so that no more events generated in this ATM would be multicast.

**Graph:**

To do.

Language used: “Go” for ATMs, “Python” for plotting the graph