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*Abstract* — This study investigates the factors impacting last-minute cancellations and no-shows in the hotel industry, a significant challenge causing potential revenue loss. Hotels can better prepare and mitigate the impact by identifying the most critical indicators of booking cancellations. The study builds on top of other research in the field and helps fill the gap. This study uses three different machine learning approaches and compares them to the current state of the art.
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# Introduction

The hotel industry plays a vital role in the global economy, yet it faces challenges like last-minute cancellations and no-shows, leading to potential revenue loss. There has been previous research exploring factors influencing cancellations which can be used to help with predicting which customers will cancel or not show up for booking [3]. The purpose of this study is to build on top of other research in the field and to identify other key factors contributing to booking cancellations [1][2][5][6].

This paper will explore a hotel reservation dataset found on Kaggle and use three different techniques, KNN, Random Forest and PCA and compare their accuracy with the current state of the art. By examining the dataset, this study seeks to provide insight for hotels to predict cancellations and no-shows better and implement effective strategies to minimise revenue loss. This paper will discuss the current state-of-the-art methodology and examine results from experiments.

# Literature review

Hotel booking cancellations can reach up to 20% of total bookings, resulting in lost potential revenue [1]. There can be many reasons for a person to cancel their booking ranging from unexpected occurrences to illness [5][6]. Various machine learning techniques were utilised to help hotels predict which customers are more likely to cancel their hotel booking. Andriawan et al. [1] used the Random Forest algorithm to predict the cancellation with an accuracy of 87.25%. The dataset (n=119,390) used in this paper came from two different hotels, which is insufficient to create an accurate model for every hotel. Furthermore, the research did not consider external factors affecting hotel booking demand, such as economic or political events. It did, however, consider one resort hotel and one city hotel with two different booking patterns. Satu, Ahammed and Abedin [6] used the same dataset as Andriawan et al. [1]; however, it used a different approach to the dataset, making it possible to compare the final results. Satu, Ahammed and Abedin [6], in their data preprocessing, detected outliers, missing values, and purified data, which led to a higher accuracy model as the final result; this is something that was missing in Andriawan et al. [1] research. Furthermore, Andriawan et al. [1] used three different feature selections with seven other machine-learning techniques making detailed results. Even though the preprocessing of Ahammed and Abedin (2020) was more comprehensive and thorough, it performed worse than the best method; XGB had an accuracy of 79.15%, while Andriawan et al. [1] had 87.25%. Machine learning can predict which customers are more likely to cancel their bookings and apply different cancellation strategies requiring more considerable cancellation fees [4]. This strategy is better than overbooking, which can lead to customer dissatisfaction and a bad reputation [5][6]. Rakesh et al. [5] achieved a very high accuracy compared to the other two papers, with 94.38% accuracy for DT and 94.64% for KNN. Rakesh et al. [5] and Satu, Ahammed and Abedin [6] used DT and KNN; however, their results differ vastly. It can potentially tell that the dataset is significant for training a model, and for some hotels, it will be easier to predict if a person will cancel their booking. Furthermore, Rakesh et al. [5] did not provide where the dataset came from, making it impossible to compare the sources. Andriawan et al. [1] and Chen et al. [3] found that the most significant factor in deciding if someone will cancel their booking or not show is the difference between bookings made and arrival time. Chen et al. [3] achieved an accuracy of 1 with the use of Catboost, which is attributed to the selection of key features, gradient boosting algorithm and quality and size of the dataset. To conclude, there is a need for more extensive datasets with data from various hotels rather than focusing on one or two hotels simultaneously. This will allow a more generic model to be applied to a broader range of hotels.

|  |  |  |
| --- | --- | --- |
| Paper | Method used | Accuracy |
| Andriawan et al., 2020 | RF | 87.25% |
| Andriawan et al., 2020 | LGBM | 83.80% |
| Andriawan et al., 2020 | Catboost | 84.84% |
| Andriawan et al., 2020 | XGB | 82.27% |
| Ahammed and Abedin, 2020 | GB | 76.90% |
| Ahammed and Abedin, 2020 | RF | 75.61% |
| Ahammed and Abedin, 2020 | XGB | 79.15% |
| Ahammed and Abedin, 2020 | DT | 72.04% |
| Ahammed and Abedin, 2020 | LR | 76.91% |
| Ahammed and Abedin, 2020 | KNN | 75.90% |
| Ahammed and Abedin, 2020 | GNB | 74.47% |
| Rakesh et al., 2022 | DT | 94.38% |
| Rakesh et al., 2022 | KNN | 94.64% |
| Chen et al., 2022 | Catboost | 100% |
| Chen et al., 2022 | KNN | 99.80% |
| Chen et al., 2022 | Logistic regression | 99.31% |

Table 1-state-of-the-art model accuracy comparison

# Methodology

The dataset came from Kaggle, and there were no missing data which meant there was no need for cleaning data. The dataset was created between 2017 and 2018 by the hotel. The dataset had some categorical columns which needed to be labelled. Firstly data was analysed, and machine learning techniques were applied without extra parameters. Afterwards, techniques were used to improve the algorithm and benchmarked with basic algorithms. Various feature selection methods were applied with minor improvements in accuracy. Each configuration of feature selection and hyperparameters was logged to track the progress of an algorithm.

# Results

Three machine learning techniques were applied in this study. K-Nearest Neighbors (KNN), Principal Component Analysis (PCA) with KNN and Random Forest (RF). The results are as follows in table 2. The highest was RF, followed by KNN with PCA, with a slight improvement from KNN.

## RF (Random Forest)

RF is an ensemble machine learning method. For RF, various hyperparameters were tested with different results. Firstly RF was run without any hyperparameters or feature selection and was used as a baseline for performance comparison. The comparison of three random forest models can be found in Table 3. Baseline results were above 90% which was making it challenging from the start to improve it. Afterwards, hyperparameters were selected based on the search using RandomizedSearchCV and GridSearchCV. Those two techniques only resulted in a 0.16% increase in accuracy. The parameters used can be found in Table 4. In the end with the help from PCA, the 15 most important features were selected which resulted in another slight improvement of 0.11%.

One of the experiments that were conducted was to find the most optimal number of max\_features,

## KNN

## PCA with KNN

# Discussion

# Conclusion

# Legal, social, ethical, security and professional issues

A potential legal issue with machine learning is data privacy. When applying machine learning, data should be fully anonymised. It should not be possible to link the real identity to the dataset. Depending on the data used for machine training, some groups of people might be mistreated, for example, by age or race. The algorithm should be transparent in that aspect, and it should be possible to explain its logic and be free from bias. Professionally, hotels must balance optimising revenue using those algorithms and client satisfaction. Machine learning algorithms should also be monitored and evaluated to ensure proper working.
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