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# =====================================================  
# Module 7 Homework - Logistic Regression  
#   
# Mike Hankinson  
# November 12, 2021  
# =====================================================  
  
# Given:   
# - Assignment7.csv: Student GRE scores and GPA and a binary column indicating whether they   
# were admitted to a certain university.   
  
# Pre-processing:  
# a. Load in the data.   
# b. GRE and GPA are measure on significantly different scales.   
# To allow us to interpret these variables on the same range, scale both variables using   
# standardization. This means each variable will have a mean of 0 and a standard   
# deviation of 1.   
# c. Set the dependent variable "admit" as a factor variable and perform logistic regression   
# with two predictors: GRE and GPA.   
  
# Questions:   
# 7 questions defined and answered throughout the code.   
  
  
# \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  
# Pre-processing   
# \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  
  
# a. Load and Plot Data

# Data of 400 Students  
dat <- read.csv("Assignment7.csv")  
names(dat) # [1] "admit" "GRE" "GPA"

## [1] "admit" "GRE" "GPA"

head(dat)

## admit GRE GPA  
## 1 0 380 3.61  
## 2 1 660 3.67  
## 3 1 800 4.00  
## 4 1 640 3.19  
## 5 0 520 2.93  
## 6 1 760 3.00

tail(dat)

## admit GRE GPA  
## 395 1 460 3.99  
## 396 0 620 4.00  
## 397 0 560 3.04  
## 398 0 460 2.63  
## 399 0 700 3.65  
## 400 0 600 3.89

my.color <- c("red", "forestgreen")[dat$admit+1]  
plot(dat$GRE,dat$admit, pch=16, col=my.color)

![](data:image/png;base64,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)

my.color <- c("red", "forestgreen")[dat$admit+1]  
plot(dat$GPA,dat$admit, pch=16, col=my.color)

![](data:image/png;base64,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)

# b. Scale Both Variables Using Standardization

# https://stackoverflow.com/questions/8120984/scaling-data-in-r-ignoring-specific-columns  
  
dat.scale <- dat  
dat.scale[, -c(1)] <- scale(dat.scale[, -c(1)])  
head(dat.scale)

## admit GRE GPA  
## 1 0 -1.7980110 0.5783479  
## 2 1 0.6258844 0.7360075  
## 3 1 1.8378321 1.6031352  
## 4 1 0.4527490 -0.5252692  
## 5 0 -0.5860633 -1.2084607  
## 6 1 1.4915613 -1.0245245

# admit GRE GPA  
 # 1 0 -1.7980110 0.5783479  
 # 2 1 0.6258844 0.7360075  
 # 3 1 1.8378321 1.6031352  
 # 4 1 0.4527490 -0.5252692  
 # 5 0 -0.5860633 -1.2084607  
 # 6 1 1.4915613 -1.0245245  
  
# Verify mean and standard deviations of GRE and GPA post-scaling  
sd\_GRE <- sd(dat.scale$GRE) # [1] 1  
sd\_GPA <- sd(dat.scale$GPA) # [1] 1  
mgre1 <- mean(dat.scale$GRE) # 0  
mgpa2 <- mean(dat.scale$GPA) # 0  
  
  
  
# c. Convert Dependent Variable to Type Factor / Run Logistic Regression Model

# Since the dependent variable is categorical and not numeric,   
# convert it to type factor for logistic regression and subsequent analysis.  
Response <- as.factor(dat.scale$admit)  
 # Levels: 0 1  
  
# Run Logistic Regression Model  
logistic.regression <- glm(Response ~ GRE + GPA, family="binomial", data=dat.scale)  
summary(logistic.regression)

##   
## Call:  
## glm(formula = Response ~ GRE + GPA, family = "binomial", data = dat.scale)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.2730 -0.8988 -0.7206 1.3013 2.0620   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.8098 0.1120 -7.233 4.74e-13 \*\*\*  
## GRE 0.3108 0.1222 2.544 0.0109 \*   
## GPA 0.2872 0.1216 2.361 0.0182 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 499.98 on 399 degrees of freedom  
## Residual deviance: 480.34 on 397 degrees of freedom  
## AIC: 486.34  
##   
## Number of Fisher Scoring iterations: 4

# Deviance Residuals:   
 # Min 1Q Median 3Q Max   
 # -1.2730 -0.8988 -0.7206 1.3013 2.0620   
 #   
 # Coefficients:  
 # Estimate Std. Error z value Pr(>|z|)   
 # (Intercept) -0.8098 0.1120 -7.233 4.74e-13 \*\*\*  
 # GRE 0.3108 0.1222 2.544 0.0109 \*   
 # GPA 0.2872 0.1216 2.361 0.0182 \*   
 # ---  
 # Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
 #   
 # (Dispersion parameter for binomial family taken to be 1)  
 #   
 # Null deviance: 499.98 on 399 degrees of freedom  
 # Residual deviance: 480.34 on 397 degrees of freedom  
 # AIC: 486.34  
 #   
 # Number of Fisher Scoring iterations: 4  
  
  
# LR Model Conclusions:   
 # 1. GRE B0 = 0.311 states for every additional point earned in the GRE test   
 # the probability of acceptance to the university increases by that amount.   
 # 2. GPA B0 = 0.287 states for every additional point added to a student's GPA  
 # the probability of acceptance to the university increases by that amount.   
  
  
# \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  
# Questions  
# \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  
  
# 1.Provide an interpretation for the intercept coefficient.   
# What does it mean if both predictors are equal to 0?

#Note:The dependent variable (admit) of the original data set is a probability  
# bound by 0 and 1. The logistic regression model transforms admit to a  
# continuous variable to match both GPA and GRE via the log of the odds  
# -- or, log of p(admit)/(1-p(admit)) then computes by minimizing the sum of   
# the logistic loss.  
  
# - The intercept coefficient, B0=-0.8098.   
# - This is the log odds of acceptance to the university when both predictors = 0.   
# - A negative log odds means that the odds of acceptance is less than 0.50  
# - Taking e to the log odds presents an easier view of the number and converts to odds   
Odds <- exp(logistic.regression$coefficients[1]) # 0.4449691   
  
# Perform Verification  
B.coefficients <- logistic.regression$coefficients  
 # (Intercept) GRE GPA   
 # -0.8097503 0.3108184 0.2872087   
lodds0 <- as.numeric(c(B.coefficients[1]+B.coefficients[2]\*0+B.coefficients[3]\*0))  
 # [1] -0.8097503, this matches the glm model output for B0 (y-intercept).   
  
  
  
prob0 <- 1/(1+exp(-lodds0))  
probablity.at.intercept <- Odds/(1-Odds)  
  
  
  
# 2a. Assuming an average value for GRE, calculate the effect of a one unit   
# increase around the mean for GPA.

# Marginal Effect at the Mean (EAM) is a way to calculate the probability   
# increase given a one unit increase around the mean of the independent variable.   
  
  
mgre <- mean(dat$GRE) # [1] 587.7  
mgre1 # [1] -4.010984e-16 or 0

## [1] -4.010984e-16

mgpa <- mean(dat$GPA) # [1] 3.3899  
mgpa2 # [1] 2.272705e-16 or 0

## [1] 2.272705e-16

meanGPA <- data.frame(GPA=c(mgpa2-1, mgpa2+1), GRE=mgre1)  
  
# With type="response", the function returns PROBABILITIES   
pmean1 <- predict(logistic.regression, newdata=meanGPA, type="response")  
(EAM1 <- pmean1[2]-pmean1[1])

## 2   
## 0.121948

# Conclusion:   
# 0.121948 is the increase in probability of admission, maintaining a constant average GRE,   
# given a one unit increase in GPA.  
  
  
  
# 2b. Assuming an average value for GPA, calculate the effect of a one unit   
# increase around the mean for GRE.

meanGRE <- data.frame(GRE=c(mgre1-1, mgre1+1), GPA=mgpa2)  
pmean2 <- predict(logistic.regression, newdata=meanGRE, type="response")  
(EAM1 <- pmean2[2]-pmean2[1])

## 2   
## 0.1318859

# Conclusion:   
# 0.1318859 is the increase in probability of admission, maintaining a constant average GPA,   
# given a one unit increase in GRE score.  
  
  
  
# 3a. With an average value for GRE, calculate the probability of being admitted   
# under the following conditions for GPA: 3 SD below mean, 2.5 SD below mean,   
# 2 SD below mean, 1.5 SD below mean, 1 SD below mean, 0.5 SD below mean, Mean score,   
# 0.5 SD above mean, 1 SD above mean, 1.5 SD above mean, 2 SD above mean.   
# What is the average marginal effect?

GPA\_prob\_df <- data.frame(GRE=mgre1, GPA=c(mgpa2-3\*sd\_GPA, mgpa2-2.5\*sd\_GPA, mgpa2-2\*sd\_GPA, mgpa2-1.5\*sd\_GPA,   
 mgpa2-1\*sd\_GPA, mgpa2-0.5\*sd\_GPA, mgpa2-0\*sd\_GPA, mgpa2+0.5\*sd\_GPA,  
 mgpa2+1\*sd\_GPA, mgpa2+1.5\*sd\_GPA, mgpa2+2\*sd\_GPA))  
  
GPA\_probabilities <- predict(logistic.regression, newdata=GPA\_prob\_df, type="response")  
GPA\_ROw\_Titles <- c("-3SD", "-2.5SD", "-2SD", "-1.5SD", "-1SD", "-0.5 SD", "SD", "+0.5SD", "+1SD", "+1.5SD",  
 "+2SD")  
  
  
# Conclusion: The probability of being admitted increases with increasing positive  
# sd from the mean of the GPA (with constant GRE at the mean):  
GPA\_probabilities\_summary <- cbind(GPA\_ROw\_Titles, GPA\_probabilities)  
 # GPA\_ROw\_Titles GPA\_probabilities   
 # 1 "-3SD" "0.158240733769537"  
 # 2 "-2.5SD" "0.178319874668119"  
 # 3 "-2SD" "0.200340463497387"  
 # 4 "-1.5SD" "0.224337924193125"  
 # 5 "-1SD" "0.250310104606916"  
 # 6 "-0.5 SD" "0.278210663318401"  
 # 7 "SD" "0.307943699230024"  
 # 8 "+0.5SD" "0.339360358993962"  
 # 9 "+1SD" "0.372258114944254"  
 # 10 "+1.5SD" "0.40638324989128"   
 # 11 "+2SD" "0.441436812674739"  
  
  
all.effects <- diff(GPA\_probabilities)  
AME <- mean(all.effects) # [1] 0.02831961  
# Conclusion: The marginal effect of GPA = 0.02831961, keeping GRE constant at its mean.   
  
  
  
# 3b. With an average value for GPA, calculate the probability of being admitting under   
# the following conditions for GRE: 3 SD below mean, 2.5 SD below mean, 2 SD below mean,   
# 1.5 SD below mean, 1 SD below mean, 0.5 SD below mean, Mean score, 0.5 SD above mean,   
# 1 SD above mean, 1.5 SD above mean, 2 SD above mean.   
# What is the average marginal effect?

GRE\_prob\_df <- data.frame(GPA=mgpa2, GRE=c(mgre1-3\*sd\_GRE, mgre1-2.5\*sd\_GRE, mgre1-2\*sd\_GRE, mgre1-1.5\*sd\_GRE,   
 mgre1-1\*sd\_GRE, mgre1-0.5\*sd\_GRE, mgre1-0\*sd\_GRE, mgre1+0.5\*sd\_GRE,  
 mgre1+1\*sd\_GRE, mgre1+1.5\*sd\_GRE, mgre1+2\*sd\_GRE))  
  
GRE\_probabilities <- predict(logistic.regression, newdata=GRE\_prob\_df, type="response")  
GRE\_ROw\_Titles <- c("-3SD", "-2.5SD", "-2SD", "-1.5SD", "-1SD", "-0.5 SD", "SD", "+0.5SD", "+1SD", "+1.5SD",  
 "+2SD")  
  
  
# Conclusion: The probability of being admitted increases with increasing positive  
# sd from the mean of GRE score (with constant GPA at the mean):  
GRE\_probabilities\_summary <- cbind(GRE\_ROw\_Titles, GRE\_probabilities)  
 # GRE\_ROw\_Titles GRE\_probabilities   
 # 1 "-3SD" "0.149032987735846"  
 # 2 "-2.5SD" "0.169835089498502"  
 # 3 "-2SD" "0.192882628317169"  
 # 4 "-1.5SD" "0.218235632202989"  
 # 5 "-1SD" "0.245905794139975"  
 # 6 "-0.5 SD" "0.275846354162737"  
 # 7 "SD" "0.307943699230024"  
 # 8 "+0.5SD" "0.342011944731309"  
 # 9 "+1SD" "0.377791711245609"  
 # 10 "+1.5SD" "0.414954033958035"  
 # 11 "+2SD" "0.453109832091711"  
  
  
all.effects2 <- diff(GRE\_probabilities)  
AME2 <- mean(all.effects2) # [1] 0.03040768  
# Conclusion: The marginal effect of GRE = 0.03040768, keeping GPA constant at its mean.   
  
  
  
  
# 4. How many standard deviations above the mean should your GRE score be if your GPA is  
# 0.5 standard deviations below the mean and you'd like a 75% chance of being admitted?

# Givens:   
# 1. P = 0.75 that y=1  
# 2. GPA = mgpa2 - 0.5\*sd\_GPA  
  
# Unknowns:  
# 1. x = # of sd above sd\_GRE; GRE = mgre1 + x\*sd\_GRE  
  
# Solution:  
p <- 0.75  
GPA.prob4 = mgpa2-0.5\*sd\_GPA # [1] -0.5   
log.odds4 = log(p/(1-p)) # [1] 1.098612  
B.coefficients[3]

## GPA   
## 0.2872087

X1 <- (log.odds4-B.coefficients[3]\*GPA.prob4-B.coefficients[1])/B.coefficients[2]  
 # 7.063839 is the value for X1 (this seems way too high, imo)  
# To find the number of SDs above the mean,   
GRE\_SD\_above\_mean <- (X1 - mgre1)/sd\_GRE # (7.06-0)/1  
  
# Therefore, must be 7.1 standard deviations above mean GRE score to have a 75% probability  
# of admittance with a GPA 0.5 standard deviations below its mean.   
  
  
# 5. Multiply the intercept by -1. Divide this value by the sum of the two slope coefficients.   
# Use this result as values for an observation of GRE and GPA and calculate the output from   
# the model. What's your interpretation?

GRE.GPA.Value <- (logistic.regression$coefficients[1]\*-1)/(logistic.regression$coefficients[2]+  
 logistic.regression$coefficients[3])  
 # (Intercept)   
 # 1.354036   
  
log.odds5 <- logistic.regression$coefficients[1]+logistic.regression$coefficients[2]\*GRE.GPA.Value+  
 logistic.regression$coefficients[3]\*GRE.GPA.Value  
 # -5.551115e-17   
exp(log.odds5)

## (Intercept)   
## 1

p5 <- exp(log.odds5)/2  
 # (Intercept)   
 # 0.5  
  
# Conclusion:  
# logodds = 0  
# logodds = ln(p(y)/(1-py)) = 0  
# Taking e^ to both sides yields, 1 = p(y)/(1-py)  
# Probability of acceptance at these conditions is 50%.   
  
  
  
# 6. Generate predictions using a 50% classification boundary.   
# Report overall accuracy and balance accuracy.   
# Feel free to share any other metrics you find interesting.   
# Are you satisfied with this classification boundary?   
# If yes, say why. If not, evaluate results when using another classification boundary.

# Define Log of Odds >= 0.5 as pass, 1  
# Log of Odds < 0.5 as fail, 0  
  
predictions <- logistic.regression$fitted.values  
predictions[predictions>=0.5] <- 1  
predictions[predictions<0.5] <- 0  
predictions <- as.factor(predictions)  
table(predictions, dat$admit)

##   
## predictions 0 1  
## 0 263 118  
## 1 10 9

# predictions 0 1  
 # 0 263 118  
 # 1 10 9  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

confusionMatrix(predictions, Response, mode="prec\_recall", positive = "1")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 263 118  
## 1 10 9  
##   
## Accuracy : 0.68   
## 95% CI : (0.6318, 0.7255)  
## No Information Rate : 0.6825   
## P-Value [Acc > NIR] : 0.5665   
##   
## Kappa : 0.0443   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Precision : 0.47368   
## Recall : 0.07087   
## F1 : 0.12329   
## Prevalence : 0.31750   
## Detection Rate : 0.02250   
## Detection Prevalence : 0.04750   
## Balanced Accuracy : 0.51712   
##   
## 'Positive' Class : 1   
##

# Accuracy : 0.68   
 # 95% CI : (0.6318, 0.7255)  
 # No Information Rate : 0.6825   
 # P-Value [Acc > NIR] : 0.5665   
 #   
 # Kappa : 0.0443   
 #   
 # Mcnemar's Test P-Value : <2e-16   
 #   
 # Precision : 0.47368   
 # Recall : 0.07087   
 # F1 : 0.12329   
 # Prevalence : 0.31750   
 # Detection Rate : 0.02250   
 # Detection Prevalence : 0.04750   
 # Balanced Accuracy : 0.51712   
  
  
# 7. Plot an ROC curve and report the area under the curve.   
# Based on this and your classification predictions, how do you evaluate the ability of this   
# model to use GRE score and GPA to differentiate between whether students will be admitted?

library(AUC)

## AUC 0.3.0

## Type AUCNews() to see the change log and ?AUC to get an overview.

##   
## Attaching package: 'AUC'

## The following objects are masked from 'package:caret':  
##   
## sensitivity, specificity

r <- roc(predictions, Response) # Remember: Since the dependent variable is   
# categorical and not numeric,   
# converted it to type factor above for   
# logistic regression and subsequent analysis by  
# Response <- as.factor(dat$Pass)  
  
  
plot(roc(predictions, Response))

![](data:image/png;base64,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)

auc(r) # [1] 0.5171181

## [1] 0.5171181

# The area under the ROC curve can be computed to suggest how useful our model   
# is for distinguishing these two classes. The following scale can be used to   
# interpret area under the curve:  
# 0.517: Random model, no ability to distinguish  
  
  
  
  
  
  
  
  
  
# rm(list = ls()) Removes global environment