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**Лабораторна робота № 6**

„ **Проектування і аналіз алгоритмів внутрішнього сортування**”

**Мета роботи** – вивчити основні методи аналізу обчислювальної складності алгоритмів внутрішнього сортування і оцінити поріг їх ефективності.

**Завдання**

Згідно варіанту №6, виконати аналіз алгоритму

сортування Шелла (*d* = послідовність Пратта) внутрішнього сортування на відповідність наступним властивостям:

* стійкість;
* «природність» поведінки (Adaptability);
* базуються на порівняннях;
* необхідність додаткової пам'яті (об'єму);
* необхідність в знаннях про структуру даних.

Записати алгоритм внутрішнього сортування за допомогою псевдокоду (чи іншого способу по вибору).

Провести аналіз часової складності в гіршому, кращому і середньому випадках та записати часову складність в асимптотичних оцінках.

Виконати програмну реалізацію алгоритму на будь-якій мові програмування з фіксацією часових характеристик оцінювання (кількість порівнянь, кількість перестановок, глибина рекурсивного поглиблення та інше в залежності від алгоритму).

Провести ряд випробувань алгоритму на масивах різної розмірності (10, 100, 1000, 5000, 10000, 20000, 50000 елементів) і різних наборів вхідних даних (впорядкований масив, зворотно упорядкований масив, масив випадкових чисел) і побудувати графіки залежності часових характеристик оцінювання від розмірності масиву, нанести на графік асимптотичну оцінку гіршого і кращого випадків для порівняння.

## Аналіз алгоритму на відповідність властивостям

Аналіз алгоритму сортування вставками на відповідність властивостям наведено в таблиці 3.1.

Таблиця 3.1 – Аналіз алгоритму на відповідність властивостям

|  |  |
| --- | --- |
| **Властивість** | **Сортування вставками** |
| Стійкість |  |
| «Природність» поведінки (Adaptability) |  |
| Базуються на порівняннях |  |
| Необхідність в додатковій пам'яті (об'єм) |  |
| Необхідність в знаннях про структури даних |  |

## Псевдокод алгоритму

**for** j = 2 **to** A.length **do**

key = A[j]

i = j-1

**while** (i > 0 and A[i] > key) **do**

A[i + 1] = A[i]

i = i - 1

**end while**

A[i+1] = key

**end for**

## Аналіз часової складності

…

## Програмна реалізація алгоритму

### Вихідний код

#include "stdafx.h"

#include <iostream>

#include <ctime>

#include <iomanip>

usingnamespacestd;

voidinsertionSort(int\*, int); // прототип функции сортировки вставками

intmain(intargc, char\* argv[])

{

…

    system("pause");

    return0;

}

voidinsertionSort(int\*arrayPtr, intlength) // сортировка вставками

{

    …

}

### Приклад роботи

На рисунках 3.1 і 3.2 показані приклади роботи програми сортування масивів на 100 і 1000 елементів відповідно.

Рисунок 3.1 – Сортування масиву на 100 елементів

Рисунок 3.2 – Сортування масиву на 1000 елементів

## Тестування алгоритму

### Часові характеристики оцінювання

В таблиці 3.2 наведені характеристики оцінювання числа порівнянь і числа перестановок алгоритму сортування вставками для масивів різної розмірності, коли масив містить упорядковану послідовність елементів.

Таблиця 3.2 – Характеристики оцінювання алгоритму сортування вставками для упорядкованої послідовності елементів у масиві

|  |  |  |
| --- | --- | --- |
| Розмірність масиву | Число порівнянь | Число перестановок |
| 10 |  |  |
| 100 |  |  |
| 1000 |  |  |
| 5000 |  |  |
| 10000 |  |  |
| 20000 |  |  |
| 50000 |  |  |

В таблиці 3.3 наведені характеристики оцінювання числа порівнянь і числа перестановок алгоритму сортування вставками для масивів різної розмірності, коли масиви містять зворотно упорядковану послідовність елементів.

Таблиця 3.3 – Характеристики оцінювання алгоритму сортування вставками для зворотно упорядкованої послідовності елементів у масиві.

|  |  |  |
| --- | --- | --- |
| Розмірність масиву | Число порівнянь | Число перестановок |
| 10 |  |  |
| 100 |  |  |
| 1000 |  |  |
| 5000 |  |  |
| 10000 |  |  |
| 20000 |  |  |
| 50000 |  |  |

У таблиці 3.4 наведені характеристики оцінювання числа порівнянь і числа перестановок алгоритму сортування вставками для масивів різної розмірності, масиви містять випадкову послідовність елементів.

Таблиця 3.4 – Характеристика оцінювання алгоритму сортування вставками для випадкової послідовності елементів у масиві.

|  |  |  |
| --- | --- | --- |
| Розмірність масиву | Число порівнянь | Число перестановок |
| 10 |  |  |
| 100 |  |  |
| 1000 |  |  |
| 5000 |  |  |
| 10000 |  |  |
| 20000 |  |  |
| 50000 |  |  |

### Графіки залежності часових характеристик оцінювання від розмірності масиву

На рисунку 3.3 показані графіки залежності часових характеристик оцінювання від розмірності масиву для випадків, коли масиви містять упорядковану послідовність елементів (зелений графік), коли масиви містять зворотно упорядковану послідовність елементів (червоний графік), коли масиви містять випадкову послідовність елементів (синій графік), також показані асимптотичні оцінки гіршого (фіолетовий графік) і кращого (жовтий графік) випадків для порівняння.

Рисунок 3.3 – Графіки залежності часових характеристик оцінювання

Висновок

При виконанні даної лабораторної роботи…