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**PREFACE**

In this project, we propose to build a simple yet complete and representative automatic speaker recognition system, as applied to a voice based biometric system i.e. a voice based access control system. To achieve this, we have first made a comparative study of the MFCC approach with the Time domain approach for recognition by simulating both these techniques using MATLAB and analyzing the consistency of recognition using both the techniques.

Speech Recognition is the process of automatically recognizing a certain word spoken by a particular speaker based on individual information included in speech waves. This technique makes it possible to use the speaker’s voice to verify his/her identity and provide controlled access to services like voice based biometrics, database access services, voice based dialing, voice mail and remote access to computers.

Signal processing front end for extracting the feature set is an important stage in any speech recognition system. The optimum feature set is still not yet decided though the vast efforts of researchers. There are many types of features, which are derived differently and have good impact on the recognition rate. This project presents one of the techniques to extract the feature set from a speech signal, which can be used in speech recognition systems.

This Project Report is organized as follows:

In the chapter 1, the introduction to the project is presented.

In chapter 2, Introduction about basic speech signal.

In chapter 3, Introduction about automatic speaker recognition system is discussed.

In chapter 4, Feature extraction method is discussed.

In chapter 5, Algorithm used in this thesis is discussed.

In Chapter 6, GUI of all three methods will be given.

In chapter 7, Source code, conclusion, application of these project and Scope for future work will be discussed.
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