Документация Microservices.MicroServer

1. Адреса

Для доступа к серверу используется 2 адреса, изначально заданных в коде и требующих перекомпиляции для изменения.

Первый адрес – адрес для GET-запросов, второй – для POST-запросов. Такое разделение не обязательно, однако, было сделано для ещё большей разницы между запросами размещения и запроса данных. При необходимости эти адреса можно совместить, упростив тем самым код проверки корректности запроса.

Для примера будут использованы следующие адреса:

* GET: <http://localhost:8080/microserver/get-job>
* POST: <http://localhost:8080/microserver/post-job>

2. Редакции сервера

Сервер существует в двух редакциях: основной и отладочной. Основная версия предназначена для работы в конечном продукте, отладочная предназначена для использования в процессе разработки продукта, так как имеет расширенный набор команд, помогающий с отладкой взаимодействия микро-сервисов. Из-за отладочной функциональности эта редакция несколько менее производительна в сравнении с основной редакцией.

3. Задача сервера

Предполагается, что некий сервис будет запрашивать у сервера некоторые данные (для обработки), после чего отсылать результат на сервер. Каждый отдельный сервис не должен беспокоиться о глобальном маршруте своих данных, так как передачу в нужный сервис сервер берёт на себя. Передача в тот или иной сервис осуществляется в основном в зависимости от типа интересующих сервис данных (тип сообщает сервис). Благодаря такой схеме возможно увеличение производительности конечного продукта за счёт увеличения количества подключенных к серверу экземпляров медленного сервиса.

Сервисы отсылают серверу данные, а также запрашивают у него данные по признаку (типу или идентификатору) – таким образом и строится взаимодействие с сервером.

4. Протокол связи с MicroServer

Для обмена информацией с сервером используется исключительно JSON (JavaScript Object Notation). Так как JSON – текстовый формат, сообщения данного сервера достаточно удобны для восприятия человеком.

Все данные на сервер передаются через POST-запрос. Любой POST-запрос на сервер должен иметь в основе следующую JSON-структуру (она называется «basic content»):

|  |
| --- |
| {  "id":<string>,  "visibleId":<bool>,  "type":<string>,  "content":<object>  } |

* Поле «content» содержит непосредственно те данные, которые нужно передать. Здесь может находиться любой JSON-тип (array, null, true/false, object, number).
* Поле «type» содержит строку, обозначающую тип. Эта строка сообщает серверу и сервису как работать с данными в поле «content» (есть ситуация, когда сервер всё-таки обрабатывает поле «content», а не слепо передаёт его сервису, но об этом случае позже). Стоит сказать, что сервер работает с UTF-8, так что набор допустимых символов весьма велик.
* Поле «id» необходимо для указания принадлежности той или иной части данных (basic content) какому-либо запросу. Обратите внимание, именно ЗАПРОСУ, а не сервису. Потенциально может существовать неограниченное количество basic content с одинаковым id, но это неправильно. Id (identifer) нужен для того, чтобы сервис после размещения некоторой задачи (отправки данных на сервер) мог позже запросить (по «id») результат обработки именно той задачи, которую он разместил, а не другой с таким же типом («type»). По сути, «id» - это адрес возврата.
* Поле «visibleId» необходимо для того, чтобы запретить получение публикуемых данных по id. Таким образом, если у каких-то данных поле «visibleId» имеет значение false, сервис может запросить эти данные только по типу («type»). Такое поведение нужно для реализации «функций». Всё дело в том, что сервер не сохраняет данных о том, откуда какие данные пришли: он просто хранит поступившую информацию. Настолько же свободно информацию у сервера можно и запросить. Пусть некоторый сервис N хочет запросить обработку некоторого типа данных, после чего продолжить работу с уже обработанными данными. Для этого сервис генерирует id для того, чтобы найти именно свой результат (а не чужой). После этого он отправляет данные на сервер и ждёт появления на сервере нужного id. Но стоп! Ведь такой id уже есть и находится в basic content, только что отправленном с этого сервиса (N) на сервер! Как итог, сервис в качестве результата получает то же, что отправлял. Бессмысленная трата времени. Именно в такой ситуации помогает указание «видимости» id. Если сервис N укажет, что id пакета не должен быть виден, то никто (и он сам) не сможет получить конкретно этот пакет данных по id. Зато обрабатывающий сервис R легко этот пакет получит по запрашиваемому типу. После обработки он сформирует новый пакет данных с тем же id, но уже видимым; отправит этот пакет на сервер. И уже после этого сервис N получит свои обработанные данные. К слову, сервис R мог бы «делегировать» обработку полученных пакетов далее – другому сервису W (сделать своего рода конвейер), указав в basic content нужный тип, оставив старый id невидимым. Тогда бы уже сервис W завершил обработку и отправил на сервер basic content с видимым id.

Очень важным является выбор уникального имени типа («type»). Так как типы «глобальны» для всей системы (могут быть использованы любыми сервисами), очень важно избежать коллизий (когда одно и то же имя используется разными микро-сервисами для разных типов данных). Поэтому к имени типа желательно добавлять имя сервиса, которых создаёт данные этого типа, либо что-то ещё. На строку типа не налагается никаких ограничений: она может быть даже пустой, однако, для стабильной работы системы важно обеспечить отсутствие коллизий.

Также важный момент: JSON-значение null для сервера эквивалентно строке «null». Это **особое** значение, которое может использоваться как при загрузке данных, так и при их запросе, однако, при загрузке такое значение является обычным значением (для type или id), но с ограничением: у пакета не может быть одновременно «type» равен «null» и «visibleId» равен «false». Связано это с тем, что при запросе данных строка «null» имеет особую роль – она означает, что сервису не важно значение поля пакета, если при GET-запросе в соответствующее поле дано значение «null». Например, если при запросе указан тип, но id равен «null», то в ответ придёт любой пакет с совпадающим типом (id проверяться не будет) – *это наиболее оптимизированный в MicroServer тип запроса*.

Если и тип и id равны «null» одновременно, то при запросе будет считаться, что «null» в поле id является полноценным идентификатором, и сервер будет искать пакет, у которого поле id будет также «null». Нужно это чтобы ответ от сервера был хоть немного осмысленным, а не первым попавшимся в списке типов пакетом.

5. Команды сервера и «внешнее» хранилище пакетов

Иногда может возникать ситуация, при которой каких-то пакетов может оказаться слишком много на сервере. Такое может произойти, например, если отправляемые пакеты не используются далее никаким сервисом, а просто копятся. Сервер не выполняет удаление «излишков», но иногда это всё-таки необходимо, поэтому существует набор из 3 команд, позволяющий некому сервису скачивать с сервера излишки, становясь внешним хранилищем пакетов. Такой сервис периодически выполняет запросы списка переполненных типов, а также запросы излишков.

Для работы внешнего хранилища реализованы следующие команды:

* [GET]: MicroServer.25367be645.ExternalStatus
* [GET]: MicroServer.25367be645.FetchOverflow
* [POST]: MicroServer.25367be645.CompensateUnderflow

Каким образом происходит подача команды на сервер? Это происходит так же, как и запрос пакета данных – через GET- или POST-запрос, но со строго определённым (специальным) значением поля «type», и обрабатывается сервером непосредственно (без передачи какому-либо сервису). Значение поля «id» будет проигнорировано.

Важно понимать, что сервисы не могут использовать зарезервированные имена типов для своих целей. Список зарезервированных имён типов будет дан ближе к концу документации.

Все поля передаются через строку запроса, например: <http://localhost:8080/microserver/get-job?type=MicroServer.25367be645.ExternalStatus> Важно заметить, что строка запроса имеет ограниченный набор разрешённых символов, поэтому остальные символы должны быть закодированы по правилам URL-кодирования.

Первые две команды из списка выполняются через GET-запрос, последняя – через POST запрос. Выполняемая через POST-запрос команда прописывается не в строке запроса, а в структуре basic content примерно так:

|  |
| --- |
| {  "id":null,  "visibleId":false,  "type":"MicroServer.25367be645.CompensateUnderflow",  "content":<object>  } |

В данном случае наполнение почти аналогично GET-запросу: id игнорируется, visibleId тоже (так как эта команда обрабатывается непосредственно сервером). Поле «type» содержит команду, а вот поле «content» - массив из basic content.

Теперь мы подошли к, непосредственно, функциям ранее приведённых команд.

5.1. MicroServer.25367be645.ExternalStatus

Команда с таким названием (в тексте будем называть её ExternalStatus). Как вы могли заметить, часть имени типа (команды) – это имя сервера («MicroServer»), далее идут псевдослучайные байты, и только потом – имя команды (типа). Все символы имени являются разрешёнными в URL, так что кодирование их не требуется.

В качестве результата сервер возвращает JSON-массив следующего плана:

|  |
| --- |
| [  {  "type":<string>,  "underflow":<bool>,  "overflow":<bool>  },  <...>  ] |

Массив состоит из элементов, называемых «external status». Массив может содержать несколько элементов, или же быть пустым. Символ «<...>» означает, что на его месте может быть ещё несколько элементов external status. Запятая ставится только между элементами: после последнего элемента запятая не ставится (согласно правилам JSON).

Поле «type» показывает о каком именно типе идёт речь.

Поле «underflow» содержит логическое значение, показывающее нужно ли выслать дополнительные 32 элемента (можно выслать меньше или больше, но идеально – 32). Больше 127 высылать не стоит, так как сервер однозначно отклонит такой запрос. Присланные элементы сохраняются во внутреннем хранилище сервера.

Поле «overflow» содержит логическое значение, показывающее нужно ли забрать излишек последних в очереди элементов во внешнее хранилище. Сервер может выслать любое количество элементов, а внешнее хранилище должно принять их все, так как на момент отсылки эти элементы уже удалены из внутреннего хранилища сервера. Если внешнее хранилище не сможет принять все элементы basic content, непринятые будут безвозвратно утрачены (этого быть не должно для стабильной работы системы).

Поля «underflow» и «overflow» не могут быть истинными одновременно.

Поле получения ответа на запрос ExternalStatus, внешнее хранилище в зависимости от показателей underflow/overflow должно выполнить другие команды, а которых рассказ в следующем подразделе.

Если внешнее хранилище будет выполнять запросы ExternalStatus на сервер достаточно часто (например, раз в 5 секунд), то количество элементов в излишках должно быть близким к 32 (не меньше 33, но и ненамного больше).

5.2. MicroServer.25367be645.FetchOverflow

Выполнение этой команды допустимо только при условии, что забор излишков с сервера разрешён (имеет смысл) для конкретного типа. Для её вызова строка запроса должна иметь поле «type» со значением «MicroServer.25367be645.FetchOverflow» и поле «id» с названием типа, излишки которого нужно забрать. Именно так: параметр id указывать необходимо, при том, в него нужно поместить имя типа. Например: <http://localhost:8080/microserver/get-job?type=MicroServer.25367be645.FetchOverflow&id=InterestedType>

Если в ответ на такой запрос придёт код статуса 200, то содержанием будет JSON-массив следующего плана:

|  |
| --- |
| [  {  "id":<string>,  "visibleId":<bool>,  "type":<string>,  "content":<object>  },  <...>  ] |

Как вы можете заметить, массив состоит из произвольного количества элементов basic content.

5.3. MicroServer.25367be645.CompensateUnderflow

Как говорилось ранее, эта команда вызывается POST-запросом следующего вида:

|  |
| --- |
| {  "id":null,  "visibleId":false,  "type":"MicroServer.25367be645.CompensateUnderflow",  "content": [  {  "id":<string>,  "visibleId":<bool>,  "type":<string>,  "content":<object>  },  <...>  ]  } |

Поле id игнорируется, visibleId тоже (так как эта команда обрабатывается непосредственно сервером). Поле «type» содержит команду, поле «content» - массив из basic content, которые нужно перенести в конец очереди внутреннего хранилища сервера. Важно чтобы типы всех пакетов совпадали, иначе такой запрос будет отклонён сервером. Также запрос может быть отклонён, если в результате его выполнения случится излишек пакетов данного типа. Именно поэтому рекомендуется отсылать не более 32 пакетов за один вызов CompensateUnderflow.

6. Отладочные команды (для отладочной редакции)

Важно отметить, что любая отладочная команда является по своей сути диагностической, то есть не может никак повлиять на работу сервера или данные во внутреннем хранилище. Отладочные команды помогают в отладке микро-сервисов, показывая разработчику какие запросы (на какие пакеты) актуальны в данный момент, что хранится на сервере в момент выполнения команды и какие данные к моменту выполнения команды успели поступить/уйти. Все отладочные команды игнорируют is в строке запроса. Список команд с описанием ниже.

* MicroServer.25367be645.DebugEdition.getInternalStorageSnapshot

Эта команда запрашивает полное содержимое внутреннего хранилища сервера. В ответ приходят все пакеты, которые в данный момент хранятся на сервере (с сервера не удаляются). Не гарантируется, что результирующий массив будет отражать реальный порядок пакетов в очереди (на очередность пакетов друг относительно друга смотреть не стоит). Ответ имеет следующий формат:

|  |
| --- |
| [  {  "id":<string>,  "visibleId":<bool>,  "type":<string>,  "content":<object>  },  <...>  ] |

Учтите, что **есть более экономичные** команды по количеству данных для передачи (перечислены ниже).

* MicroServer.25367be645.DebugEdition.getLocallyAvailibleTypes

Эта команда запрашивает список типов («type»), которые находятся во внутреннем хранилище. Типы, расположенные только во внешнего хранилище не учитываются. Ответ имеет следующий формат:

|  |
| --- |
| [  <string>,  <...>  ] |

* MicroServer.25367be645.DebugEdition.getTypesStatistic

Эта команда запрашивает полный список типов, которые доступны из внутреннего хранилища и те, которые могут быть доступны из внешнего, но во внутреннем отсутствуют. Ответ имеет следующий формат:

|  |
| --- |
| {  <type string>:<unsinged integer>,  <...>  } |

Обратите внимание, ответ на эту команду – не массив, а объект ключ-значение, где ключ – это тип, а значение – количество хранимых объектов этого типа. По своей сути, это формат словаря.

* MicroServer.25367be645.DebugEdition.getPendings

Эта команда запрашивает список запросов, которые активны в момент выполнения команды. Запрос сервис направляет серверу и ждёт ответа. Данной командой можно посмотреть, данные какого типа и с каким id ожидаются подключёнными к серверу сервисами. Ответ имеет следующий формат:

|  |
| --- |
| [  {  "type":<string>,  "id":<string>  },  <...>  ] |

* MicroServer.25367be645.DebugEdition.retrivePostHistory

Эта команда запрашивает список выполненных POST-запросов. Отладочная версия сервера сохраняет все выполненные GET- и POST-запросы. После выполнения этой команды север вернёт список выполненных запросов, очистив после этого список POST-запросов на своей стороне, так что следующая аналогичная команда не вернёт того, что вернула предыдущая. Сервер имеет ограничение на журнал POST-запросов: хранится не более 512 последних поступивших пакетов. Если пакетов оказывается больше, сервер удаляет 128 первых поступивших пакетов из журнала.

|  |
| --- |
| [  {  "datetime":<DateTime>,  "content": {  "id":<string>,  "visibleId":<bool>,  "type":<string>,  "content":<object>  }  },  <...>  ] |

Как можно заметить массив в ответе содержит объект, в котором содержится basic content (непосредственно то, что сервис отправил на сервер), а также дата и время поступления в следующем формате: «YYYY-MM-DDTHH:mm:ss.fffffff+HH:mm». Пример: «2021-10-04T10:35:40.9449944+03:00». После знака «+» идёт смещение временной зоны относительно UTC. Сама дата и время отображаются для текущего пояса, а не для UTC.

**Важно отметить, что команды сервера не попадают в журнал, хотя по своей сути являются запросами получения или отправки данных.**

* MicroServer.25367be645.DebugEdition.retriveGetHistory

Эта команда запрашивает список выполненных GET-запросов. Отладочная версия сервера сохраняет все выполненные GET- и POST-запросы. После выполнения этой команды север вернёт список выполненных запросов, очистив после этого список GET-запросов на своей стороне, так что следующая аналогичная команда не вернёт того, что вернула предыдущая. Сервер имеет ограничение на журнал GET-запросов: хранится не более 512 последних полученных сервисами пакетов. Если пакетов оказывается больше, сервер удаляет 128 первых отправленных пакетов из журнала.

|  |
| --- |
| [  {  "datetime":<DateTime>,  "requestedType":<string>,  "requestedId":<string>,  "content": {  "id":<string>,  "visibleId":<bool>,  "type":<string>,  "content":<object>  }  },  <...>  ] |

Как можно заметить массив в ответе содержит объект, в котором содержится basic content (непосредственно то, что сервис получил с сервера), а также дата и время отправки с сервера в следующем формате: «YYYY-MM-DDTHH:mm:ss.fffffff+HH:mm». Пример: «2021-10-04T10:35:40.9449944+03:00». После знака «+» идёт смещение временной зоны относительно UTC. Сама дата и время отображаются для текущего пояса, а не для UTC.

У данной команды ответ похож на ответ команды retrivePostHistory, но содержатся ещё 2 дополнительных поля: «requestedType» и «requestedId». Это именно те «type» и «id» соответственно, которые были отправлены в запросе пакета серверу. Если запрос содержал только тип, то «requestedId» будет содержать «null».

**Важно отметить, что команды сервера не попадают в журнал, хотя по своей сути являются запросами получения или отправки данных.**

7. Рекомендации по созданию клиентов

8. Защиты и альтернативные сервера