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**一、项目实施的背景以及意义**

随着计算机视觉和人工智能逐渐发达，基于视频图像对人体动作的分析变得十分便捷。其次，基于视频图像的人体识别无需其他外部硬件设备，在精度要求不非常高的情况下，这类人体动作识别便可在生活，工作，学习的方方面面使用。在识别到动作后，利用训练好的人工智能即可对动作进行分析，提取关键点、找出动作差异、判断动作完成度、提供纠错信息等。

社会上许多人群有着动作判断和指导的需求，比如跳舞动作，某些领域上的专业动作（交警的指挥动作，运动员的技术动作等）。尤其现代社会越来越多的青少年热衷于歌舞，也激发了更多人跳舞的兴趣。但通常情况下，他们不会因为某一个舞就请老师进行系统的舞蹈教学，更多的是通过视频进行参照学习。但当他们自学舞蹈时，却苦于没有动作上的提示和指导；即便有舞蹈基础的人，在自主练习也没有有效的方法纠正不标准的动作。其次，这些人群可能只有摄像头和已有的视频图像，而在这样轻度使用的情况下，他们并不会去专门购买动作捕捉设备来达到他们的需求。因此这类人群对基于视频图像的动作分析的需求是存在的。本项目从最贴近生活的跳舞入手，着力解决在舞蹈练习上存在的动作纠正的需求，并以此为出发点，将技术逐渐渗透到其他有这类需求的领域。

本项目通过基于图像的人体动作识别技术，结合人工智能分析，为自主练习舞蹈的人群提供舞蹈动作的提示，纠正，引导用户练习标准的舞蹈动作。项目采用Web应用的形式，使用B/S架构，用户只需要在有网络、摄像头的情况下即可使用。

**二、技术发展趋势及国内外发展现状**

**2.1涉及技术领域**  
 本项目涉及的主要领域有：深度学习、浏览器Web应用、视频图像处理、舞蹈教学、动作矫正；

**2.2技术介绍**

本项目主要涉及到的主要技术包含如下几个方面：

（1）姿态估计（pose estimation）：包括关键关节动作识别以及某些具体部位（如面部、手指）等的精细动作识别；OpenPose是一个利用OpenCV和Caffe并以C++写成的开源动作识别库，通过使用OpenPose能够得到运动中人体的躯干关键点，并以此构建骨架模型；具体到本项目中，我们期望从分析过的标准舞蹈视频中提取出关键帧（根据音乐节奏点以及物理图像辨析），建立标准参照骨架模型；在用户学习的过程中，我们能够实时获取用户姿态，并输入模型进行比对；

（2）多分类方法：目前机器学习领域解决分类问题的方法有许多，单一分类方法常见的有：决策树、朴素贝叶斯、人工神经网络、K-近邻等；多分类问题的实现可以通过构造合适的支持向量机（SVM）多类分类器来实现，而构造此类多类分类器的主要方法有两类：直接法与间接法，直接法计算复杂度高，适用范围窄，不适合应用于大型问题中；间接法的主要原理是通过组合多个二分类器来实现多分类器的构造，常见方法又有一对多（one against all）和多对一法（all against one）以及层次支持向量（LSVM）等等；针对本项目而言，我们需要对用户输入的动作信息进行处理，与“标准”动作模型进行比对，得到未经分类的原始偏差数据，随后根据上述技术对数据进行多分类处理，最终输出分类完毕的偏差信息；

（4）视频数据处理：关键帧提取是视频数据处理中一个主要部分，目的在于降低计算机的运算量，并提取出有效信息。关键帧代指一段镜头中最重要、最富有代表性的一副或多幅图像；对于动作特征明显的视频，主要提取方法有：基于运动的分析方法，通过比对摄像机镜头焦距变化，角度移动前后的帧差异程度来提取关键帧；基于聚类的分析方法，此方法原理在于将视频聚成n个类并进行比对，选出差异较大的类中的代表帧作为关键帧，如果一个类的帧数过少，则直接与相邻帧进行合并；我们项目需要对用户提供的标准舞蹈视频进行关键帧提取，既大致判断出舞蹈中的关键动作，并通过第一点的姿态预测建立标准模型；其余方法还包括：灰度变化、图像阈值化、图像分割（得到运动图像）、背景减除及降噪等；

（5）图片对比：（建立对比评估模型）本项目图片对比的主要目的是确定用户动作与标准动作模型的偏差值，主要方法是通过OpenCV配合pHash算法或SIFT算法等建立对比评估模型；

**2.3可能涉及到的其余技术**

（1）人体立体模型深度处理：项目可能需要对2D模型进行三维重建，最新技术有基于CVPR 2017 Lifting from the Deep 等论文提出的实现模型Lifting-from-the-Deep-release；

**三、项目创新点**

**3.1题材创新性分析**

（1）针对有动作分析需求的人群提出解决方案

动作识别的信息可以作为输入内容，对这些信息进行比较，得出用户动作和标准动作(标准来源多样，主要为用户认可的标准)的差距信息，这些信息特化于不同的场景，就可以满足多类人群对动作分析的需求。

（2）利用现有技术开发新技术

要满足上述需求，首先能够满足在视频图像上进行人体动作识别，而此技术已经较为成熟，有多种方案可供选择，其次是得到动作信息后的比对分析，这时候使用人工智能，进行深度学习训练，得出结论。这一过程的整合可视作一个新技术，用于解决特定的动作分析问题。

（3）对具体使用场景和人群进行需求分析，最大程度解决跳舞入门难，练习无指导的问题

项目确定了从参照视频自学舞蹈这一具体的使用场景出发，对这类人群进行了具体的需求分析，在满足基本的需求基础上，能够最大程度的为用户解决普遍存在的问题，并且在设计用户界面和交互方式时有更实际的需求可以遵循。

（4）从舞蹈动作入手，逐渐扩大使用场景和人群

项目选择从跳舞这一大众兴趣入手，着力于解决舞蹈动作分析纠正，并且当该技术成熟运用后，逐步扩大使用场景，即不仅仅在跳舞动作上，可以拓展到其他技术动作的分析纠正上，并可以将这一套技术应用于其他各类领域，各类人群中使用。

**3.2功能创新性分析**

（1）对原视频进行关键动作的识别、提取和分析

系统能够分析用户选择作为参照学习的视频，根据乐曲节奏，动作变化，提取关键动作，结合利用大量人体动作训练出的基本模型，建立一个针对于该视频的动作模型，以便后续指导和纠正用户动作。

（2）客户端进行实时人体动作识别

采用摄像头捕获用户动作，就Web应用来说，若动作的识别过程在服务器进行，由于网络延迟和其他影响因素的情况下，并不能达到实时捕捉的要求，因此，本系统采用在浏览器上，即客户端进行实时的动作识别，完全消除了网络延迟的时间误差，识别速度取决于用户电脑本身的性能，并能采用GPU加速，达到实时的目的。

（3）人工智能判断动作，给予实时的动作提示和纠正信息

识别到动作后，系统能够使用人工智能对该动作和参照视频进行比对，判断动作是否做对，是否卡到节拍，是否规范等，并能直接反馈给用户精确到错误信息，如具体到手臂伸错方向，动作慢了，腿未伸直。

（4）更人性化的Web界面和交互方式

根据具体使用场景的分析结果，项目提出了更加符合使用场景的界面和更加人性化的交互方式，在界面上，摒弃传统视频播放界面，重新设计更符合舞蹈练习的播放器，此外，在交互方面，基于动作识别可以设计利用体感控制应用，利用肢体动作和界面进行简单交互，大大增强了用户体验。

**四、项目预期目标**

项目从舞蹈动作纠正入手，逐步完善动作纠正技术，并能渗透在各个领域，起到帮助人们规范动作，辅助训练的作用。其次是打造一个较为成熟的舞蹈动作纠正应用，并建立足够的用户群，与其他相关网络内容的深度合作，扩大用户群体，亦可实现商业价值。

项目的初期目标是能够帮助喜爱舞蹈的用户能够随时随地根据自身情况进行自学；我们希望通过这个项目让更多的人能喜欢上舞蹈，为生活增添健康和乐趣。