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Dinesafe = read.csv("D:/CAPSTONE/CAPSTONE/DATASET/Final\_DineSafe.csv", na.strings='NULL')

## select a subset of dataset  
Dinesafe1 <- unique(Dinesafe[c(2,5:7)])  
  
## Select unique rows  
Dinesafe2 <- unique(Dinesafe1)  
  
nrow(Dinesafe2)

## [1] 2723

## Index the cuisine Type label  
CUISINE\_IDX <- function(CUISINE)  
{  
 if(CUISINE == "African")  
 {  
 print ("1")  
 }  
 else  
 {  
 if(CUISINE == "Bakeries")  
 {  
 print ("2")   
 }  
 else  
 {  
 if(CUISINE == "Bar")  
 {  
 print ("3")   
 }  
 else  
 {  
 if(CUISINE == "Cafe")  
 {  
 print ("4")   
 }  
 else  
 {  
 if(CUISINE == "Caribbean")  
 {  
 print ("5")   
 }  
 else  
 {  
 if(CUISINE == "Deli")  
 {  
 print ("6")   
 }  
 else  
 {  
 if(CUISINE == "Dessert")  
 {  
 print ("7")   
 }  
 else  
 {  
 if(CUISINE == "European")  
 {  
 print ("8")   
 }  
 else  
 {  
 if(CUISINE == "Far Eastern")  
 {  
 print ("9")   
 }  
 else  
 {  
 if(CUISINE == "Mediterranean")  
 {  
 print ("10")   
 }  
 else  
 {  
 if(CUISINE == "Middle Eastern")  
 {  
 print ("11")   
 }  
 else  
 {  
 if(CUISINE == "North American")  
 {  
 print ("12")   
 }  
 else  
 {  
 if(CUISINE == "Juicery")  
 {  
 print ("13")   
 }  
 else  
 {  
 if(CUISINE == "Pastries")  
 {  
 print ("14")   
 }  
 else  
 {  
 if(CUISINE == "South Asian")  
 {  
 print ("15")   
 }  
 else  
 {  
 if(CUISINE == "South East Asian")  
 {  
 print ("16")   
 }  
 else  
 {  
 if(CUISINE == "Latin American")  
 {  
 print ("17")   
 }  
 else  
 {  
 print ("0")  
 }  
 }  
 }  
 }  
 }  
 }  
 }  
 }  
 }  
 }  
 }  
 }  
 }  
 }  
 }  
   
 }  
 }  
}  
  
## Apply the Index function to cuisine type column  
Dinesafe2$CUISINE\_IDX <- mapply(CUISINE\_IDX,Dinesafe2$CUISINE\_TYPE)

## Create a binary matrix based on Cuisine\_Idx

Dinesafe2$African <- ifelse(Dinesafe2$CUISINE\_TYPE == "African",1,0)  
Dinesafe2$Bakeries <- ifelse(Dinesafe2$CUISINE\_TYPE == "Bakeries",1,0)  
Dinesafe2$Bar <- ifelse(Dinesafe2$CUISINE\_TYPE == "Bar",1,0)  
Dinesafe2$Cafe <- ifelse(Dinesafe2$CUISINE\_TYPE == "Cafe",1,0)  
Dinesafe2$Caribbean <- ifelse(Dinesafe2$CUISINE\_TYPE == "Caribbean",1,0)  
Dinesafe2$Deli <- ifelse(Dinesafe2$CUISINE\_TYPE == "Deli",1,0)  
Dinesafe2$Dessert <- ifelse(Dinesafe2$CUISINE\_TYPE == "Dessert",1,0)  
Dinesafe2$European <- ifelse(Dinesafe2$CUISINE\_TYPE == "European",1,0)  
Dinesafe2$FarEastern <- ifelse(Dinesafe2$CUISINE\_TYPE == "Far Eastern",1,0)  
Dinesafe2$Mediterranean <- ifelse(Dinesafe2$CUISINE\_TYPE == "Mediterranean",1,0)  
Dinesafe2$MidEastern <- ifelse(Dinesafe2$CUISINE\_TYPE == "Middle Eastern",1,0)  
Dinesafe2$NAmerican <- ifelse(Dinesafe2$CUISINE\_TYPE == "North American",1,0)  
Dinesafe2$Juicery <- ifelse(Dinesafe2$CUISINE\_TYPE == "Juicery",1,0)  
Dinesafe2$Pastries <- ifelse(Dinesafe2$CUISINE\_TYPE == "Pastries",1,0)  
Dinesafe2$SouthAsian <- ifelse(Dinesafe2$CUISINE\_TYPE == "South Asian",1,0)  
Dinesafe2$SEastAsian <- ifelse(Dinesafe2$CUISINE\_TYPE == "South East Asian",1,0)  
Dinesafe2$LAmerican <- ifelse(Dinesafe2$CUISINE\_TYPE == "Latin American",1,0)

str(Dinesafe2)

## 'data.frame': 2723 obs. of 22 variables:  
## $ ESTABLISHMENT\_ID: int 1222579 1222807 1223056 9000004 9000026 9000029 9000031 9000046 9000109 9000116 ...  
## $ REVIEW : num 5 3.5 3 4 2.5 2.5 2.5 2.5 3 2 ...  
## $ VALUE : num 1 1 2 1 2 2 2 2 2 2 ...  
## $ CUISINE\_TYPE : Factor w/ 17 levels "African","Bakeries",..: 16 9 8 8 8 8 8 8 3 4 ...  
## $ CUISINE\_IDX : chr "15" "9" "8" "8" ...  
## $ African : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Bakeries : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Bar : num 0 0 0 0 0 0 0 0 1 0 ...  
## $ Cafe : num 0 0 0 0 0 0 0 0 0 1 ...  
## $ Caribbean : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Deli : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Dessert : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ European : num 0 0 1 1 1 1 1 1 0 0 ...  
## $ FarEastern : num 0 1 0 0 0 0 0 0 0 0 ...  
## $ Mediterranean : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ MidEastern : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ NAmerican : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Juicery : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Pastries : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ SouthAsian : num 1 0 0 0 0 0 0 0 0 0 ...  
## $ SEastAsian : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ LAmerican : num 0 0 0 0 0 0 0 0 0 0 ...

head(Dinesafe2)

## ESTABLISHMENT\_ID REVIEW VALUE CUISINE\_TYPE CUISINE\_IDX African Bakeries  
## 1 1222579 5.0 1 South Asian 15 0 0  
## 2 1222807 3.5 1 Far Eastern 9 0 0  
## 9 1223056 3.0 2 European 8 0 0  
## 13 9000004 4.0 1 European 8 0 0  
## 18 9000026 2.5 2 European 8 0 0  
## 23 9000029 2.5 2 European 8 0 0  
## Bar Cafe Caribbean Deli Dessert European FarEastern Mediterranean  
## 1 0 0 0 0 0 0 0 0  
## 2 0 0 0 0 0 0 1 0  
## 9 0 0 0 0 0 1 0 0  
## 13 0 0 0 0 0 1 0 0  
## 18 0 0 0 0 0 1 0 0  
## 23 0 0 0 0 0 1 0 0  
## MidEastern NAmerican Juicery Pastries SouthAsian SEastAsian LAmerican  
## 1 0 0 0 0 1 0 0  
## 2 0 0 0 0 0 0 0  
## 9 0 0 0 0 0 0 0  
## 13 0 0 0 0 0 0 0  
## 18 0 0 0 0 0 0 0  
## 23 0 0 0 0 0 0 0

#Dinesafe3 <- subset( Dinesafe2, select = -c( 1 ))  
#Dinesafe3  
#str(Dinesafe3)  
  
Dinesafe2$CUISINE\_IDX <- as.numeric(Dinesafe2$CUISINE\_IDX)  
str(Dinesafe2)

## 'data.frame': 2723 obs. of 22 variables:  
## $ ESTABLISHMENT\_ID: int 1222579 1222807 1223056 9000004 9000026 9000029 9000031 9000046 9000109 9000116 ...  
## $ REVIEW : num 5 3.5 3 4 2.5 2.5 2.5 2.5 3 2 ...  
## $ VALUE : num 1 1 2 1 2 2 2 2 2 2 ...  
## $ CUISINE\_TYPE : Factor w/ 17 levels "African","Bakeries",..: 16 9 8 8 8 8 8 8 3 4 ...  
## $ CUISINE\_IDX : num 15 9 8 8 8 8 8 8 3 4 ...  
## $ African : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Bakeries : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Bar : num 0 0 0 0 0 0 0 0 1 0 ...  
## $ Cafe : num 0 0 0 0 0 0 0 0 0 1 ...  
## $ Caribbean : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Deli : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Dessert : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ European : num 0 0 1 1 1 1 1 1 0 0 ...  
## $ FarEastern : num 0 1 0 0 0 0 0 0 0 0 ...  
## $ Mediterranean : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ MidEastern : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ NAmerican : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Juicery : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Pastries : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ SouthAsian : num 1 0 0 0 0 0 0 0 0 0 ...  
## $ SEastAsian : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ LAmerican : num 0 0 0 0 0 0 0 0 0 0 ...

#Normalize the dataset feature  
normalize <- function(x)  
{  
num <- x - min(x)  
denom <- max(x) - min(x)  
return (num/denom)  
}

#Apply normalizeto dataset feature  
Norm\_RATING <- as.data.frame(lapply(Dinesafe2[,c(2,3,5)], normalize))  
str(Norm\_RATING)

## 'data.frame': 2723 obs. of 3 variables:  
## $ REVIEW : num 1 0.625 0.5 0.75 0.375 0.375 0.375 0.375 0.5 0.25 ...  
## $ VALUE : num 0 0 0.333 0 0.333 ...  
## $ CUISINE\_IDX: num 0.882 0.529 0.471 0.471 0.471 ...

#str(Norm\_Dinesafe1)  
Norm\_Dinesafe <- subset( Dinesafe2, select = -c( 2,3,5 ))  
#str(Norm\_Dinesafe)  
  
  
Norm\_Dinesafe5 <- cbind.data.frame(Norm\_Dinesafe, Norm\_RATING)

Norm\_Dinesafe6 <- subset( Norm\_Dinesafe5, select = -c( 1,2 ))  
  
str(Norm\_Dinesafe6)

## 'data.frame': 2723 obs. of 20 variables:  
## $ African : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Bakeries : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Bar : num 0 0 0 0 0 0 0 0 1 0 ...  
## $ Cafe : num 0 0 0 0 0 0 0 0 0 1 ...  
## $ Caribbean : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Deli : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Dessert : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ European : num 0 0 1 1 1 1 1 1 0 0 ...  
## $ FarEastern : num 0 1 0 0 0 0 0 0 0 0 ...  
## $ Mediterranean: num 0 0 0 0 0 0 0 0 0 0 ...  
## $ MidEastern : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ NAmerican : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Juicery : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Pastries : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ SouthAsian : num 1 0 0 0 0 0 0 0 0 0 ...  
## $ SEastAsian : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ LAmerican : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ REVIEW : num 1 0.625 0.5 0.75 0.375 0.375 0.375 0.375 0.5 0.25 ...  
## $ VALUE : num 0 0 0.333 0 0.333 ...  
## $ CUISINE\_IDX : num 0.882 0.529 0.471 0.471 0.471 ...

head(Norm\_Dinesafe6)

## African Bakeries Bar Cafe Caribbean Deli Dessert European FarEastern  
## 1 0 0 0 0 0 0 0 0 0  
## 2 0 0 0 0 0 0 0 0 1  
## 9 0 0 0 0 0 0 0 1 0  
## 13 0 0 0 0 0 0 0 1 0  
## 18 0 0 0 0 0 0 0 1 0  
## 23 0 0 0 0 0 0 0 1 0  
## Mediterranean MidEastern NAmerican Juicery Pastries SouthAsian  
## 1 0 0 0 0 0 1  
## 2 0 0 0 0 0 0  
## 9 0 0 0 0 0 0  
## 13 0 0 0 0 0 0  
## 18 0 0 0 0 0 0  
## 23 0 0 0 0 0 0  
## SEastAsian LAmerican REVIEW VALUE CUISINE\_IDX  
## 1 0 0 1.000 0.0000000 0.8823529  
## 2 0 0 0.625 0.0000000 0.5294118  
## 9 0 0 0.500 0.3333333 0.4705882  
## 13 0 0 0.750 0.0000000 0.4705882  
## 18 0 0 0.375 0.3333333 0.4705882  
## 23 0 0 0.375 0.3333333 0.4705882

nrow(Norm\_Dinesafe5)

## [1] 2723

nrow(Norm\_Dinesafe6)

## [1] 2723

#set.seed(9850)  
#gp <- runif(nrow(Norm\_Dinesafe6))  
#Dinesafe4 <- Norm\_Dinesafe6[order(gp),]  
#head(Dinesafe4)

## create a feature  
Dine\_train <- Norm\_Dinesafe6[1:2000,]  
Dine\_test <- Norm\_Dinesafe6[2001:2723,]  
nrow(Dine\_train)

## [1] 2000

nrow(Dine\_test)

## [1] 723

Dine\_trainLabel <- Dinesafe2[1:2000,4]  
Dine\_testLabel <- Dinesafe2[2001:2723,4]  
  
NROW(Dine\_trainLabel)

## [1] 2000

NROW(Dine\_testLabel)

## [1] 723

# Determine best K value in KNN Crosss Validation  
set.seed(3333)  
trctrl <- trainControl(method = "repeatedcv", number = 10, repeats = 3)  
  
  
knn\_fit <- train(CUISINE\_IDX~., data = Dine\_train, method = "knn", trControl=trctrl, preProcess = c("center", "scale"),tuneLength = 10)

knn\_fit  
plot(knn\_fit)

k-Nearest Neighbors

2000 samples

19 predictor

Pre-processing: centered (19), scaled (19)

Resampling: Cross-Validated (10 fold, repeated 3 times)

Summary of sample sizes: 1800, 1800, 1799, 1800, 1800, 1800, ...

Resampling results across tuning parameters:

k RMSE Rsquared

5 5.834634e-16 1.0000000

7 2.668497e-03 0.9996632

9 1.729579e-02 0.9857054

11 3.022194e-02 0.9692707

13 4.094209e-02 0.9503906

15 4.964589e-02 0.9374691

17 6.042854e-02 0.9077873

19 7.599317e-02 0.8641550

21 8.439008e-02 0.8395811

23 8.720328e-02 0.8307749

RMSE was used to select the optimal model using the smallest value.

The final value used for the model was k = 5.

![](data:image/png;base64,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)

model <- knn(train = Dine\_train, test = Dine\_test, cl = Dine\_trainLabel, k = 5)  
model

## 17 Levels: African Bakeries Bar Cafe Caribbean Deli Dessert ... South East Asian

table (Dine\_testLabel, model)

## model  
## Dine\_testLabel African Bakeries Bar Cafe Caribbean Deli Dessert  
## African 5 0 0 0 0 0 0  
## Bakeries 0 2 0 0 0 0 0  
## Bar 0 0 9 0 0 0 0  
## Cafe 0 0 0 203 0 0 0  
## Caribbean 0 0 0 0 6 0 0  
## Deli 0 0 0 0 0 125 0  
## Dessert 0 0 0 0 0 0 12  
## European 0 0 0 0 0 0 0  
## Far Eastern 0 0 0 0 0 0 0  
## Juicery & Smoothies 0 0 0 0 0 0 0  
## Latin American 0 0 0 0 0 0 0  
## Mediterranean 0 0 0 0 0 0 0  
## Middle Eastern 0 0 0 0 0 0 0  
## North American 0 0 0 0 0 0 0  
## Pastries 0 0 0 0 0 0 0  
## South Asian 0 0 0 0 0 0 0  
## South East Asian 0 0 0 0 0 0 0  
## model  
## Dine\_testLabel European Far Eastern Juicery & Smoothies  
## African 0 0 0  
## Bakeries 0 0 0  
## Bar 0 0 0  
## Cafe 0 0 0  
## Caribbean 0 0 0  
## Deli 0 0 0  
## Dessert 0 0 0  
## European 96 0 0  
## Far Eastern 0 60 0  
## Juicery & Smoothies 0 0 21  
## Latin American 0 0 0  
## Mediterranean 0 0 0  
## Middle Eastern 0 0 0  
## North American 0 0 0  
## Pastries 0 0 0  
## South Asian 0 0 0  
## South East Asian 0 0 0  
## model  
## Dine\_testLabel Latin American Mediterranean Middle Eastern  
## African 0 0 0  
## Bakeries 0 0 0  
## Bar 0 0 0  
## Cafe 0 0 0  
## Caribbean 0 0 0  
## Deli 0 0 0  
## Dessert 0 0 0  
## European 0 0 0  
## Far Eastern 0 0 0  
## Juicery & Smoothies 0 0 0  
## Latin American 18 0 0  
## Mediterranean 0 31 0  
## Middle Eastern 0 0 4  
## North American 0 0 0  
## Pastries 0 0 0  
## South Asian 0 0 0  
## South East Asian 0 0 0  
## model  
## Dine\_testLabel North American Pastries South Asian South East Asian  
## African 0 0 0 0  
## Bakeries 0 0 0 0  
## Bar 0 0 0 0  
## Cafe 0 0 0 0  
## Caribbean 0 0 0 0  
## Deli 0 0 0 0  
## Dessert 0 0 0 0  
## European 0 0 0 0  
## Far Eastern 0 0 0 0  
## Juicery & Smoothies 0 0 0 0  
## Latin American 0 0 0 0  
## Mediterranean 0 0 0 0  
## Middle Eastern 0 0 0 0  
## North American 91 0 0 0  
## Pastries 0 13 0 0  
## South Asian 0 0 7 0  
## South East Asian 0 0 0 20

## Accurry where predicted value is not equal to given label  
sum(model != Dine\_testLabel)

## [1] 0

confusion <- confusionMatrix(model, Dine\_testLabel )  
plot <- ggplot(as.data.frame(as.table(confusion)))

# Put `iris.testLabels` in a data frame  
DineTestLabels <- data.frame(Dine\_testLabel)  
  
# Merge `iris\_pred` and `iris.testLabels`   
merge <- data.frame(model, Dine\_testLabel)  
  
# Specify column names for `merge`  
names(merge) <- c("Predicted Cuisine", "Observed Cuisine")  
  
# Inspect `merge`   
head(merge,10)

## Predicted Cuisine Observed Cuisine  
## 1 North American North American  
## 2 North American North American  
## 3 Dessert Dessert  
## 4 Cafe Cafe  
## 5 Dessert Dessert  
## 6 European European  
## 7 Deli Deli  
## 8 Cafe Cafe  
## 9 European European  
## 10 Latin American Latin American

## RECOMMENDATION   
  
library(class)  
library(caret)  
#library(lattice)  
#library(ggplot2)  
  
#load dataset  
recommender <- Dine\_test

## Create a matrix using euclidean distance   
distances <- as.matrix(dist(recommender , method="euclidean"))

## Computes the nearest neighbors for i  
k.nearest.neighbors <- function(i, recommender, k = 5)  
{  
 ordered.neighbors <- order(recommender[i, ])  
 return(ordered.neighbors[2:(k + 1)])  
}

## calculate probability of the closest restaurant   
seen.probability <- function(cuisine, restaurant, recommender, distances, k = 25)  
{  
 neighbors <- k.nearest.neighbors(which(row.names(recommender) == restaurant), distances, k)  
 return(mean(recommender[neighbors, cuisine]))  
}

## Predict a recommendation based on cuisine input, recommender matrix, distance between restaurants and K value   
most.probable.recommend <- function(cuisine, recommender, distances, k = 25)  
{  
 probabilities <- rep(0, nrow(recommender))  
 for (i in 1:nrow(recommender)) { # For each restaurant  
 if (recommender[i,cuisine] == 1) {  
 next   
 }  
 probabilities[i] <- seen.probability(cuisine, row.names(recommender)[i], recommender, distances, k)  
 }  
 return(order(probabilities, decreasing=T))  
}

cuisine <- "African"  
listing <- most.probable.recommend(cuisine, recommender, distances)  
rownames(recommender)[listing[1:3]]

## [1] "12970" "12996" "13057"

Note that the echo = FALSE parameter was added to the code chunk to prevent printing of the R code that generated the plot.