**Examen en Méthodes Numériques**

**Nom   : . . . . . . . . . . . . . . . . . . . . . . . .**

**Prénom : . . . . . . . . . . . . . . . . . . . . . . . .**

**Groupe : . . . . . . . . . . . . . . . . . . . . . . . .**

(*Uniquement les calculatrices sont autorisées*)

(*Pas de document ni de téléphone portable*)

**Exercice 1 (5pts) :** (Temps estimé 20mn)

|  |  |  |
| --- | --- | --- |
| **Question** | **Réponse** | |
| 1. Soient a, b et c trois mesures prises avec un certain taux d’erreur. Donner le nombre de chiffres significatifs pour chaque mesure :   a = 05,0310 ; b = 31,5690 ; c = 00.7010 | a : . . . . . . .  b : . . . . . . .  c : . . . . . . . |
| 1. En se basant sur les valeurs des mesures précédentes, calculer les expressions X et Y avec le nombre adéquat de chiffres significatifs :  * X = (a + b)/(ac) ; * Y = 2(a2 – bc) | X = . . . . . . .  Y = . . . . . . . | |
| 1. Les erreurs issues de mesures physiques soumises à des contraintes expérimentales sont des ‘**Erreurs d’arrondi**’ ? | VRAI / FAUX | |
| 1. Les méthodes itératives se basent sur l’idée des problèmes de point fixe pour résoudre un système linéaire ? | VRAI / FAUX | |
| 1. Soit l’équation . En transformant cette équation sous forme de problème de point fixe, calculer la solution dans la 3ème itération en se basant sur = 2 comme solution de départ. | = . . . . . . . | |

**Examen en Méthodes Numériques**

**Prénom : . . . . . . . . . . . . . . . . . . . . . . . .**

**Nom   : . . . . . . . . . . . . . . . . . . . . . . . .**

**Groupe : . . . . . . . . . . . . . . . . . . . . . . . .**

(*Uniquement les calculatrices sont autorisées*)

(*Pas de document ni de téléphone portable*)

**Exercice 1 (5pts) :** (Temps estimé 20mn)

|  |  |
| --- | --- |
| **Question** | **Réponse** |
| 1. Soient a, b et c trois mesures prises avec un certain taux d’erreur. Donner le nombre de chiffres significatifs pour chaque mesure :   a = 1, 310 ; b = 031,05069 ; c = 05.7010 | a : . . . . . . .  b : . . . . . . .  c : . . . . . . . |
| 1. En se basant sur les valeurs des mesures précédentes, calculer les expressions X et Y avec le nombre adéquat de chiffres significatifs :  * X = (a + b)/(ac) ; * Y = 2(c2 – ab) | X = . . . . . . .  Y= . . . . . . . |
| 1. Les erreurs dues au fait que la machine ne peut représenter les nombres réels qu'avec un nombre fini de chiffres sont des ‘**Erreurs d’arrondi** ‘? | VRAI / FAUX |
| 1. Les méthodes directes se basent sur l’idée des problèmes de point fixe pour résoudre un système linéaire ? | VRAI / FAUX |
| 1. Soit l’équation . En résolvant cette équation sous forme de problème de point fixe, calculer la solution dans la 3ème itération en se basant sur = 2 comme solution de départ. | = . . . . . . . |

**Exercice n° 2 *(8pts)* :** (Temps estimé 30mn)

Soit le système linéaire (S) suivant :

(S)

1. En écrivant ce système sous la forme, donner l’ensemble des matrices caractérisant celui-ci *:* ***(0.5pt)***

* La matrice associée A.
* Le vecteur résultat b.
* La matrice augmentée M.

La factorisation LU effectuée par un programme MATLAB est donnée dans l’annexe.

1. Donner les relations qui existent entre la matrice initiale A et les différentes matrices dans le tableau. ***(1 pt)***
2. Donner les deux matrices L et U. ***(1pt)***
3. Résoudre ce système. ***(1.5pt)***

Supposons que le vecteur résultat b a subit un taux d’erreur  t.

1. Résoudre ainsi le problème  avec ***(1.5pts)***
2. Qu’est-ce qu’on peut déduire à propos de la matrice A. ***(0.5pt)***
3. Calculer *Cond(A)p* le conditionnement de A pour le paramètre p = 1 et pour p = 2 : ***(1pt)***
4. Vérifier la propriété : ***(1pt)***

**Exercice n° 3 (7pts) :** (Temps estimé 40mn)

On considère les matrices *A* et *B* et les vecteurs *b1* et *b2* suivants :

|  |  |  |  |
| --- | --- | --- | --- |
| A | B | b1 | b2 |

1. Résoudre le système linéaire *AX = b1* par la méthode de Gauss. ***(2pts)***
2. Résoudre le système linéaire *BX = b2* par la méthode de Gauss-Jordan. ***(2pts)***
3. Montrer que pour le système *AX = b* la méthode de Jacobi converge mais que la méthode de Gauss-Seidel ne converge pas (quel que soit le vecteur *b*). ***(1.5pts)***
4. Montrer que pour le système *BX = b* la méthode de Gauss-Seidel converge mais que la méthode de Jacobi ne converge pas (quel que soit le vecteur *b*). ***(1.5pts)***

**Annexe :**

* Le rayon spectral d’une matrice M est donné par *ρ(M) = Maxi(|𝜆i|),* ***λi*** sont les valeurs propres de la matrice M.
* L’inverse de la matrice identité I est elle-même (I-1 = I).

***Le tableau suivant donne les résultats de la commande MATLAB inv pour la matrice M :***

|  |  |  |  |
| --- | --- | --- | --- |
| **Matrice M =** |  |  |  |
| **inv(M) =** |  |  |  |

***Le tableau suivant donne les résultats de la commande MATLAB eig pour la matrice M :***

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Matrice M =** |  |  |  |  |
| **eig(M) =** |  |  |  |  |

***Factorisation LU de la matrice associée au système linéaire de l’exercice 2 :***

|  |  |  |  |
| --- | --- | --- | --- |
| **Itération 1 :** | | | |
| L(1) = |  | A(1) = |  |
| **Itération 2 :** | | | |
| L(2) = |  | A(2) = |  |
| **Itération 3 :** | | | |
| L(3) = |  | A(3) = |  |

**Contrôle Ecrit (TP3)**

**Soit la matrice A suivante :**

**Nom   : . . . . . . . . . . . . . . . . . . . . . . . .**

**Prénom  : . . . . . . . . . . . . . . . . . . . . . . .**

**Groupe  : . . . . . . . . . . . . . . . . . . . . . . .**

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOAAAACYCAIAAAByPnIaAAAAAXNSR0IArs4c6QAAAAlwSFlzAAAOwwAADsMBx2+oZAAACpZJREFUeF7tnbFW4zoQhp37LAkFJ0+QfYJAQ0VLl5TQbEdJt00ooaOlotnkCTZPwKEgeReu5Di27NiObGlkjfS7uYe9tmbmn8+ypNij0c/PT4IDCviqwH++Oga/oIBUAICCA68VAKBepwfOAVAw4LUCANTr9MA59oCORiNkMWAFeAN6oBOMMgK0a7J4A8ooMXA170o6McoY0E5xgg+mCjAGNFccP4axg0+/cwkBUHbpidbhHl0JAI2WFh6BA1AeeYrWS66A5oOYHk+NaJPNMXCugHLUGj4LBfIORXOeBECBjdcKAFCv0wPnWAKKAWg84LIENJ70BBlpp2EoAA2SgXCCAqDh5DLISPgBigFokCA2BcUPULP07J9/jX49780aifLqzVJ0DYdjuTFVQH8YGhGgks3R5GFrKq7u9VYzWm/UgYmDYWHo6nO1E1yJY51cWWBUV8aDTUZHHlgvn3erWTI7Kt2rBb2L1ouksCP/WKz1LtQ/y4GJzJmSJfFvVkTUzKP86YnRoRlVc0RWtD0rGElGy1YdmDgaPNXMhoqaqYzoEa/7TDE/b//9mcxur8d5S+Pr29n2/a/Foa8DE7n3u69tMr0ookmS8cU02X7tjJTSHIYCUCOV6y+myWjJlgMTBML0aBKA9hAtsksml7Pk81vt/tP++3LiQgdOgGq+oOVCtnYbDjLqwETzAGX/931bGsJQSn52wO/PCZrD6laHbQzvzytStUJg1YEJJU51SiYt21mUULluEpXTLN4Q0FTY4rC/7qNqTJPRUhYdmKhGlKlnUbqzOY0I0PMdn90zJED2M3rCKLEJu5qctHYW0FE+26ccR1hoWx2AcvHZQtihN3H2zQpOk6RDskBnkNA2zYD5ARpkeqIN6mx3A0CjZYNH4ACUR56i9ZIHoGeH0tHmL/jAeQAafBpiDrD9rREAGjMbDGIHoAySFLOLDADFABSAxqwAYh9egZZhKIMedHj94MFwCgDQ4bSHZQ0FAKiGSDhlOAV8BxQzpOHY8MKy74B6IRKcoFegaZ4EQOm1hwUDBQCogXi4lF4BAEqvMSwYKOA1oJghGWQ2kEu9BjQQjRGGngK18yQAqicezhpIAQA6kPAwq6cAANXTCWcNpIC/gJLMkNIqy7bqWLelTKl9jIrjJmz7C6hJVLXXSmYmD9NjpeOXuXULxwaFpafLrF72bpU8TMyLutf76rIEuJMbu2aeRFzapH/zeUr6N1EtLWSxplCbU+tFqci4KIFDUnTcWQlwZ4ZSUSt597c2k1VAs1pwDsolVcklKGx3MKEWwRd/ktlxZ+gQVyXvkTziZUHi5P3u4ybjZ714pd6pInv83iVvP//u1frZlkYW5FXGj346M1QrTByAyorAyXb6mI875y+iM339MN7vpwW2+Ut6M7wldyOSnZko6sbXhuPMUMSAyqL/lZrVpyWKLfVslWbG9//kPOkP5b1A47kfrcbRgyYSx/K2FKe7EFhLSHUvO2mqXOPdhilndeOdGapXxc4c2XYrVmdIqXPp/Og4jU+LLZNMrbPpi9J4ybBFnSo7ktFNkpwZqp0keTqLtw/okdGsZTI6U5VL1capTDkrAe7M0PH2VbPfBqiyKEPX3dT3KSSAWuy+PGnK2bKZM0MnK00tJcDlBqKvxbhAPB4Jf3ypjD9Ifue0MfJDGw4UULPfOEnaPz8pdAqvaBdlHIQNExwVaAJU7tVUief1Cfusc0wxb58bAN38yfZVXyyKzVS6bIeqvMZwfMug+l+qNyh4JwTelxWoB3TzkT3eFzcvNwqhWG8GP44VqAX0yOds9XuezBVCMRB1nB6Yq1lmyhfxjgt46nKTo/UmLDN5spA1iBtq9k+XmcRL55NsAFp7/wpsSd7OKRnDMlPMfWfrMlM+PWpSaKs1EMUkKWbCLMZeHYPm06MWG1gRtZgANNWuQBnQYnW++nVE6ddlrIgCK2cKqKPggsKar3dKUyU7G9o3j8AxSRpkduKJUTX7xSy+WO7M/n/xFk6Zzfxywm/QAKgnrAzihpr9SF5YdvZAgiHLCgBQy4KiObsKtLxuZ9dQt9awDtpNr7DO1nrdLqyQEQ1XBfCI55q5SPwGoJEkmmuYAJRr5iLxG4BGkmiuYQJQrpmLxG8AGkmiuYYJQLlmLhK/owJUFgBHQW5eZHsKaF7INP9RwVDWtDh965cChgbqLlcq4pPdGKEXw/cUUOu0iCqIlZJJ1k1UGhTkyOK1hyOtVG+/8w6vGH6SVH7ljgVQahxP2t98fK7e8srK4/u31axLXQEtf0s2xvePC4Iqj8IRWQPpc5VtCrFOqEtTl0MHoFoodD5p/53cXhMU/i45Mn9RPl+UX0PMKGwur15nxb02/72aufyiAoB2Zk/rgvH9S6kwfVpKaHpBgWwwxfBrhQWgWrwZnrRZivnZYk1THTCYYvgA1BCzfpfLqXw6hKPBM3cq0GL4/vag1lea+vFldJWEc/J+u6PZiCYJrBh+vdSDfBWlaTT3WPP8ltNKn00XxerNG25s4aQO/m61OE6FLZmV3zlWPm0k+JDRZY3604x7WqO+tp6+pbQ6aab2Q1j79IRVDP9kmzmRKk+/STrcSfgyyWiAYfFipRw8aSn404wDUItpRFOmCpwC6u8kScQawjzJNGWxX+81oLEnJ7L4a0d0ADQyCriFC0C5ZSwyf30HFMPQyICshus7oJGnJ57wm5YUAWg8DLCMFICyTFs8TgPQeHLNMlIGgGKexJIsS04zANRSpGjGXwVaXroAoP6mDZ4JBQAoMPBaAR6AYhjqNUSUzvEAlFIBtD2wAu1v/QLQgdMD8+0K8APUVrUmkMFCATaA5sNQFrLCSU0FznY3bADVDBinMVWgqQMCoEwTGovbLAE9+1yIJXsRxMkJUAxDAwNSp6PhBGhg6UE4uQItXU9kgCoFs5cbEMJAAa6A6jwdqvK7rxScFqm3X/m7hivi/SGUG1soLw4nQck4mQFqMAzdOK8UvFnefU1n5L2Uo/0hyoWllNLOPQPU7GKYAdpTDHHZ/vszKVXIHl/f2q8aX/gn+pyPm3+/L/t7rHul+/0hdD3TO6+904kG0N1XtQT3+GKabL92eip2O0t0ak+XO+KKtd1cMj779erwcJeHw/E7Y0A1nxHGmencgCj4/fVo/gzsbJfwgqzMeLalzkzA6opRfoD2HIZOLmeVTVrSh/7lxHZaN8vgOs+yRGJIIaqfmu30od+58AO0J1AnQ0657wbJti3J9mFyfBbKve0Of7rqcXrK0+2y+Y0s7mzjONvdRANoIje62j7cPe9TXffPd2LfjcfSVjE2BE8S9WkodpibZUW6OQ9I5SJT6QaTDx9HB0tAe34BItBZT7PebfIwXVPvu+EohfRm5PDo9SpHVG6qkyjb6NE64KRiu30juSj2m7bZYtGD2my13Jab/SHUovvFxg29ouqUO69LgLfcmihfT9tvUbbeKXcsH/GU6qFtvxTgCmjPYahf4sOb8wpwBfR8ZDjDSwU6Pd9FBADUyzTCqaMCIQCq/7ME8s5OAcaAnv0Rgl0ygne4R1fCGNDg0xlwgPqdC29A9eMMONlhh8Z1oT7srIQa3eER36lbAaChwhBIXLwf8YEkAWE0K/A/aD7z6CXEv44AAAAASUVORK5CYII=)

|  |  |
| --- | --- |
| **Question** | **Réponse** |
| 1. Quel est le rôle des commandes MATLAB suivantes :  * **who ?** * **tril ?** | **who :** . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . .  **tril :** . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . |
| 1. Donner la déclaration de la matrice A en MATLAB. | . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . |
| 1. Donner le résultat des deux commandes suivantes :   *B = repmat(A,1,2)*  *C = triu(A,1)* | . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . |
| 1. Donner le résultat des deux commandes suivantes :   *a = fix(-3.15)*  *b = abs(floor(-3.15))* | . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . |
| 1. Le code suivant calcule la solution d’un système linéaire par la méthode de remontée (dont la matrice associée est triangulaire supérieure).   *N=size(M,1);*  *X=zeros(N,1);*  *for i=N:-1:1*  *a=0;*  *for j=i+1:N*  *a=a + M(i,j)\*X(j,1);*  *end*  *X(i)=(M(i,end)-a)/M(i,i);*  *end*  Modifier ce code pour appliquer la méthode de résolution par descente (dont la matrice associée est triangulaire inférieure). | . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . |

**Contrôle Ecrit (TP3)**

**Soit la matrice A suivante :**

***Prénom  : . . . . . . . . . . . . . . . . . . . . . . .***

***Nom   : . . . . . . . . . . . . . . . . . . . . . . . .***

***Groupe  : . . . . . . . . . . . . . . . . . . . . . . .***

![](data:image/png;base64,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)

|  |  |
| --- | --- |
| **Question** | **Réponse** |
| 1. Quel est le rôle des commandes MATLAB suivantes :  * **whos ?** * **triu ?** | **whos :** . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . .  **triu :** . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . |
| 1. Donner la déclaration de la matrice A en MATLAB. | . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . |
| 1. Donner le résultat des deux commandes suivantes :   *X = A([1,3,4],[1,4])*  *M = repmat(10,3,3)* | . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . |
| 1. Donner le résultat des deux commandes suivantes :   *a = ceil(-3.15)*  *b = floor(abs(-3.15))* | . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . |
| 1. Le code MATLAB suivant transforme une matrice associée à un système linéaire ***Ax = b*** quelconque en une matrice triangulaire supérieure équivalente :   *for k=1:size(M,1)-1*  *for i=k+1:size(M,1)*  *a=M(i,k)/M(k,k);*  *for j=k:size(M,1)*  *M(i,j)=M(i,j)-a\*M(k,j);*  *end*  *end*  *end*  Modifier ce code pour obtenir une matrice triangulaire inférieure au lieu d’une matrice triangulaire supérieure. | . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . |

**Corrigé-Type (MN)**

**Exercice 1 (5pts) :**

a = 05,0310 ; b = 31,5690 ; c = 00.7010, X = (a + b)/(ac) , Y = 2(a2 – bc).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **a** | **b** | **c** | **d** | **e** |
| *a : 5 chiffres*  *b : 6 chiffres*  *c : 4 chiffres* | *X = 10.38*  *Y = 6.36* | *Faux* | *Vrai* | *= 941/290 =3.245* |

**Exercice 1 (5pts) :**

a = 1, 310 ; b = 031,05069 ; c = 05.7010 ; X = (a + b)/(ac) ; Y = 2(c2 – ab).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **a** | **b** | **c** | **d** | **e** |
| *a : 4 chiffres*  *b : 7 chiffres*  *c : 5 chiffres* | *X = 4.333*  *Y = -16.36* | *Vrai* | *Faux* | *= -11/30 = -0.367* |

**Exercice n° 2 *(8pts)* :**

1. **Les matrices caractérisant le système : (0.5pt)**

|  |  |  |
| --- | --- | --- |
| **La matrice A** | **Le vecteur b** | **La matrice augmentée M** |
|  |  |  |

1. **Les relations entre la matrice initiale A et les différentes matrices dans le tableau :**

|  |  |  |  |
| --- | --- | --- | --- |
| A(1)=L(1)\*A | A(2) =L(2)\*A(1) | A(3) =L(3)\*A(2) | A=L(1)-1\*L(2)-1\*L(3)-1\*A(3) |

1. **Les matrices L et U :**

|  |  |
| --- | --- |
| **L = L(1)-1\*L(2)-1\*L(3)-1** (on peut la déduire directement à partir de L(1), l(2) et L(3) sans faire de calculs) | **U = A(3)** |
|  |  |

1. **Résolution du système  :**

Le système devient

|  |  |  |  |
| --- | --- | --- | --- |
| **Système (Ly = b)** |  | Résolution par descente :  **= = = >** |  |

|  |  |  |  |
| --- | --- | --- | --- |
| **Système (Ux = y)** |  | Résolution par remontée :  **= = = >** |  |

1. **Résolution du système  :**

|  |  |
| --- | --- |
| **Taux d’erreur *δb*** | **Vecteur résultat *b’ = b + δb*** |
|  |  |

Le système   devient

|  |  |  |  |
| --- | --- | --- | --- |
| **Système (Ly’ = b’)** |  | Résolution par descente :  = = = > |  |

|  |  |  |  |
| --- | --- | --- | --- |
| **Système (Ux’ = y’)** |  | Résolution par remontée :  = = = > |  |

1. **Conclusion à propos de la matrice A :**

Erreur relative dans le vecteur résultat :

=( , , )t =(0.0003125, 0.0004348, 0.000303, 0.0003226 )t

Erreur relative dans la solution :

=( , , )t =(0.82, 1.36, 0.35, 0.82 )t

Taux de propagation d’erreur :

(2624, 3128, 1155, 2542)t.

L’erreur s’est considérablement multipliée 🡪 Le conditionnement de la matrice n’est pas bon.

1. **Conditionnement de A :**

P =1 : Cond(A)1 =||A||1 \*||A-1||1 = 119\*274 =32606

P =2 : Cond(A)2 =||A||2 \*||A-1||2 = 30.545 \* 98.529 = 3009.568

1. **Vérification de la propriété : (1pt)**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |
| **P=1** | =0.685 | =0.000336 | *32606* | *10.955* | *Ѵ* |
| **P=2** | =0.82 | =0.00033 | *3009.568* | *0.993* | *Ѵ* |

**Exercice n° 3 (7pts) :**

On considère les matrices *A* et *B* et les vecteurs *b1* et *b2* suivants :

|  |  |  |  |
| --- | --- | --- | --- |
| A | B | b1 | b2 |

1. **Résolution du système linéaire AX = b1 par la méthode de Gauss : (2pts)**

|  |  |  |  |
| --- | --- | --- | --- |
| **Matrice augmentée** | **Itération 1** | **Itération 2** | **Solution** |
|  |  |  |  |

1. **Résolution du système linéaire BX = b2 par la méthode de Gauss-Jordan. (2pts)**

|  |  |  |  |
| --- | --- | --- | --- |
| **Matrice augmentée** | **1-Triangulation** | | **2-Mise à 1 de la diagonale** |
| **Itération 1** | **Itération 2** |
|  |  |  |  |
| **3-Diagonalisation de la matrice** | | **4-Solution** |
| **Itération 1** | **Itération 2** |
|  |  |  |

1. **Convergence des deux méthodes pour le système AX = b :**
2. **Vérification si la matrice A est à diagonale strictement dominante :**

Une matrice A est à diagonale strictement dominante si :

|1|<|-2|+|-2|, donc la matrice A n’est pas à diagonale strictement dominante, on peut rien dire sur la convergence pour les deux méthodes.

On doit passer à la décomposition de la matrice (relaxation) .

1. **Décomposition de la matrice A en A = D-E-F :**

|  |  |  |  |
| --- | --- | --- | --- |
| **Matrice A** | **Matrice D** | **Matrice E** | **Matrice F** |
|  |  |  |  |

* **Décomposition théorique :**

A = M-N (avec M matrice inversible).

* **Matrice d’itération :**

B=M-1\*N

* **Méthode de Jacobi :**

M = D ==> N = E + F

|  |  |  |  |
| --- | --- | --- | --- |
| **Matrice M** | **Matrice M-1 = M** | **Matrice N = E + F** | **Matrice Bj** |
|  |  |  |  |

A partir de l’annexe les valeurs propres de Bj sont (𝜆1 = 0, 𝜆2 = 0, 𝜆3 =0)

Le rayon spectral de Bj :

Ρ(Bj) = Max(|𝜆i|) = Max(|0|, |0|, |0|) = 0 <1 donc Bj converge.

* **Méthode de Gauss-Seidel :**

M = D - E ==> N = F

|  |  |  |  |
| --- | --- | --- | --- |
| **Matrice M** | **Matrice M-1** | **Matrice N = F** | **Matrice Bgs** |
|  |  |  |  |

A partir de l’annexe les valeurs propres de Bgs sont (𝜆1 = 0, 𝜆2 = 2, 𝜆3 =2)

Le rayon spectral de Bgs :

Ρ(Bgs) = Max(|𝜆i|) = Max(|0|, |2|, |2|) = 2 >1 donc Bgs ne converge pas.

1. **Convergence des deux méthodes pour le système BX = b :**
2. **Vérification si la matrice B est à diagonale strictement dominante :**

|1|<|-1|+|-2|, donc la matrice B n’est pas à diagonale strictement dominante, on peut rien dire sur la convergence pour les deux méthodes.

On doit passer à la décomposition de la matrice (relaxation).

1. **Décomposition de la matrice B en B = D-E-F :**

|  |  |  |  |
| --- | --- | --- | --- |
| **Matrice B** | **Matrice D** | **Matrice E** | **Matrice F** |
|  |  |  |  |

* **Décomposition théorique :**

A = M-N (avec M matrice inversible).

* **Matrice d’itération :**

B=M-1\*N

* **Méthode de Jacobi :**

M = D ==> N = E + F

|  |  |  |  |
| --- | --- | --- | --- |
| **Matrice M** | **Matrice M-1 = M** | **Matrice N = E + F** | **Matrice Bj** |
|  |  |  |  |

A partir de l’annexe les valeurs propres de Bj sont (𝜆1 = -3.2361, 𝜆2 = 1.2361, 𝜆3 =2)

Le rayon spectral de Bj :

Ρ(Bj) = Max(|𝜆i|) = Max(|-3.2361|, |1.2361|, |2|) = 3.2361 >1 donc Bj ne converge pas.

* **Méthode de Gauss-Seidel :**

M = D - E ==> N = F

|  |  |  |  |
| --- | --- | --- | --- |
| **Matrice M** | **Matrice M-1** | **Matrice N = F** | **Matrice Bgs** |
|  |  |  |  |

A partir de l’annexe les valeurs propres de Bgs sont (𝜆1 = 0, 𝜆2 = 0, 𝜆3 =0)

Le rayon spectral de Bgs :

Ρ(Bgs) = Max(|𝜆i|) = Max(|0|, |0|, |0|) = 0 <1 donc Bgs converge.

**Corrigé-Type (TP3)**

|  |  |
| --- | --- |
| **Question** | **Réponse** |
| 1. Rôle des commandes who et tril : | **who :** afficher l’ensemble des variables actives.  **tril :** crée une matrice triangulaire inférieure à partir d’une matrice. |
| 1. Déclaration de la matrice A : | A=[1 0 0 0 ;6 3 0 0 ;1 2 3 0 ;0 4 1 5] |
| 1. Résultat des commandes : |  |
| 1. Résultat des commandes :   *a = fix(-3.15)*  *b = abs(floor(-3.15))* | a=-3 . . . . . . . . . . . . . . . . .  b=4. . . . . . . . . . . . . . . . . . |
| 1. Méthode de résolution par descente : | N=size(A,1);  X=zeros(N,1);  for i=1:N  a=0;  for j=1:i-1  a=a + A(i,j)\*X(j,1);  end  X(i)=(A(i,end)-a)/A(i,i);  end |

**Corrigé-Type (TP3)**

|  |  |
| --- | --- |
| **Question** | **Réponse** |
| 1. Rôle des commandes MATLAB **whos** et **triu :** | **whos :** afficher l’ensemble des variables actives en détail.  **triu :** crée une matrice triangulaire supérieure à partir d’une matrice. |
| 1. Déclaration de la matrice A : | A=[1 0 2 -3;0 3 1 2; 0 0 3 6;0 4 1 5] |
| 1. Résultats de X et M :   *X = A([1,3,4],[1,4])*  *M = repmat(10,3,3)* |  |
| 1. Résultat des deux commandes :   *a = ceil(-3.15)*  *b = floor(abs(-3.15))* | a=-3  b=3 |
| 1. Le code pour obtenir une matrice triangulaire inférieure | for k=size(A,1):-1:2  for i=k-1:-1:1  a=A(i,k)/A(k,k);  for j= size(A,1):-1:1  A(i,j)=A(i,j)-a\*A(k,j);  end  end  end |