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# Strings

## KMP

vector<int> prefix\_function(string s) {

int n = (int)s.length();

vector<int> pi(n);

for (int i = 1; i < n; i++) {

int j = pi[i - 1];

while (j > 0 && s[i] != s[j])

j = pi[j - 1];

if (s[i] == s[j])

j++;

pi[i] = j;

}

return pi;

}

## Z function

vector<int> Z\_function(const string& s) {

int n = s.size();

vector<int> Z(n);

for (int i = 1, l = 0, r = 0; i < n; i++) {

if (i <= r)

Z[i] = min(Z[i - l], r - i + 1);

while (i + Z[i] < n && s[Z[i]] == s[i + Z[i]])

Z[i]++;

if (i + Z[i] - 1 > r) l = i, r = i + Z[i] - 1;

}

return Z;

}

## Manacher

pair<vector<int>, vector<int>> manacher(const string& s) {

int n = (int)s.size();

vector<int> d1(n);

for (int i = 0, l = 0, r = -1; i < n; i++) { // Find odd palindromes

int k = (i > r) ? 1 : min(d1[r - i + l], r - i + 1);

while (i - k >= 0 && i + k < n && s[i - k] == s[i + k]) k++;

d1[i] = k--;

if (i + k > r) l = i - k, r = i + k;

}

vector<int> d2(n);

for (int i = 0, l = 0, r = -1; i < n; i++) { // Find even palindromes

int k = (i > r) ? 0 : min(d2[r - i + l + 1], r - i + 1);

while (i - k - 1 >= 0 && i + k < n && s[i - k - 1] == s[i + k]) k++;

d2[i] = k--;

if (i + k > r) l = i - k - 1, r = i + k;

}

return {d1, d2};

}

## Trie

struct Trie {

Trie\* child[26];

int prevents, endCnt;

Trie() {

memset(child, 0, sizeof child);

prefCnt = endCnt = 0;

}

void insert(const string& s, int cnt = 1, int i = 0) {

prefCnt += cnt;

if (i == s.size()) {

endCnt += cnt;

return;

}

int cur = s[i] - 'a';

if (!child[cur]) {

child[cur] = new Trie();

}

child[cur]->insert(s, cnt, i + 1);

}

int erase(const string& s, int cnt = 1, int i = 0) {

if (i == s.size()) {

int minC = min(cnt, endCnt);

endCnt -= minC, prefCnt -= minC;

return minC;

}

int cur = s[i] - 'a';

int minC = child[cur]->erase(s, cnt, i + 1);

prefCnt -= minC;

if (child[cur]->prefCnt == 0) {

delete child[cur];

child[cur] = nullptr;

}

return minC;

}

pair<int, int> count(const string& s, int i = 0) {

if (i == s.size()) return { prefCnt, endCnt };

int cur = s[i] - 'a';

if (!child[cur]) return { 0, 0 };

return child[cur]->count(s, i + 1);

}

};

## Hashing

const int N = 300300;

const int m1 = 1e9 + 7, b1 = 17;

const int m2 = 1e9 + 9, b2 = 31;

int pw1[N], inv1[N];

int pw2[N], inv2[N];

void pre(int n = N) {

pw1[0] = inv1[0] = 1;

pw2[0] = inv2[0] = 1;

int iv1 = inv(b1, m1);

int iv2 = inv(b2, m2);

for (int i = 1; i < n; i++) {

pw1[i] = mul(pw1[i - 1], b1, m1);

inv1[i] = mul(inv1[i - 1], iv1, m1);

pw2[i] = mul(pw2[i - 1], b2, m2);

inv2[i] = mul(inv2[i - 1], iv2, m2);

}

}

struct Hashing {

int n;

string s;

vector<int> h1, h2;

Hashing(const string& s\_) {

s = s\_;

n = s.size();

h1.resize(n), h2.resize(n);

h1[0] = h2[0] = s[0] - '0' + 1;

for (int i = 1; i < n; i++) {

h1[i] = add(h1[i - 1], mul(s[i] - '0' + 1, pw1[i], m1), m1);

h2[i] = add(h2[i - 1], mul(s[i] - '0' + 1, pw2[i], m2), m2);

}

}

pair<int, int> get(int l, int r) {

assert(l >= 0 && r < n && l <= r);

int x = h1[r], y = h2[r];

if (l) {

x = mul(sub(x, h1[l - 1], m1), inv1[l], m1);

y = mul(sub(y, h2[l - 1], m2), inv2[l], m2);

}

return { x, y };

}

static pair<int, int> concat(pair<int, int> h1, pair<int, int> h2, int h1\_sz) {

h1.first = add(h1.first, mul(h2.first, pw1[h1\_sz]));

h1.second = add(h1.second, mul(h2.second, pw2[h1\_sz]));

return h1;

}

};

## Suffix array (Geeks)

struct suffix {

int index, rank[2];

};

int cmp(struct suffix a, struct suffix b) {

return (a.rank[0] == b.rank[0]) ? (a.rank[1] < b.rank[1] ? 1 : 0) :

(a.rank[0] < b.rank[0] ? 1 : 0);

}

vector<int> suffixArray(const string& s) { // O(n log)

int n = s.size();

struct suffix suf[n];

for (int i = 0; i < n; i++) {

suf[i].index = i;

suf[i].rank[0] = s[i] - 'a';

suf[i].rank[1] = ((i + 1) < n) ? (s[i + 1] - 'a') : -1;

}

sort(suf, suf + n, cmp);

vector<int> ind(n);

for (int k = 4; k < 2 \* n; k = k \* 2) {

int rank = 0;

int prev\_rank = suf[0].rank[0];

suf[0].rank[0] = rank;

ind[suf[0].index] = 0;

for (int i = 1; i < n; i++) {

if (suf[i].rank[0] == prev\_rank && suf[i].rank[1] == suf[i - 1].rank[1]) {

prev\_rank = suf[i].rank[0];

suf[i].rank[0] = rank;

}

else {

prev\_rank = suf[i].rank[0];

suf[i].rank[0] = ++rank;

}

ind[suf[i].index] = i;

}

for (int i = 0; i < n; i++) {

int nxt = suf[i].index + k / 2;

suf[i].rank[1] = (nxt < n) ? suf[ind[nxt]].rank[0] : -1;

}

sort(suf, suf + n, cmp);

}

vector<int> retSuf(n);

for (int i = 0; i < n; i++) retSuf[i] = suf[i].index;

return retSuf;

}

## Suffix array & LCP (BucketPotato)

struct SuffixArray {

int n, LOG;

vector<char> s;

vector<int> sor, fv, lcparr, lo;

vector<vector<int>> sparse;

SuffixArray(string S) {

n = S.size();

s.resize(n + 1);

S.push\_back('\0');

for (int i = 0; i <= n; i++)

s[i] = S[i];

buildSA();

buildLCP();

}

void buildSA() {

sor.resize(n + 1);

fv.resize(n + 1);

iota(sor.begin(), sor.end(), 0);

sort(sor.begin(), sor.end(), [&](int a, int b) {

return (s[a] < s[b]);

});

int co = 0;

for (int i = 0; i <= n; i++) {

if (i && s[sor[i]] == s[sor[i - 1]]) co--;

fv[sor[i]] = co++;

}

int cv = 1;

while (cv < n) {

vector<int> nv(n + 1), cnt(n + 1), nfv(n + 1);

for (int i = 0; i <= n; i++) if (fv[i] < n) cnt[fv[i] + 1]++;

for (int i = 1; i <= n; i++) cnt[i] += cnt[i - 1];

for (int i = 0; i <= n; i++) {

int pi = (sor[i] + (n + 1) - cv) % (n + 1);

nv[cnt[fv[pi]]++] = pi;

}

int nco = 0;

for (int i = 0; i <= n; i++) {

if (i && fv[nv[i - 1]] == fv[nv[i]] &&

fv[(nv[i - 1] + cv) % (n + 1)] == fv[(nv[i] + cv) % (n + 1)])

nco--;

nfv[nv[i]] = nco++;

}

swap(nv, sor);

swap(nfv, fv);

cv \*= 2;

}

}

void buildLCP() {

lcparr.resize(n + 1, 0);

for (int i = 0; i < n; i++) {

int ci = fv[i];

int cv = 0;

if (i) cv = max(cv, lcparr[fv[i - 1]] - 1);

int pi = sor[fv[i] - 1];

while (pi + cv < n && i + cv < n) {

if (s[pi + cv] != s[i + cv]) break;

cv++;

}

lcparr[ci] = cv;

}

LOG = 1;

while ((1 << LOG) <= n) LOG++;

LOG++;

sparse.resize(LOG, vector<int>(n + 1, 0));

for (int i = 0; i <= n; i++) sparse[0][i] = lcparr[i];

for (int i = 1; i < LOG; i++) {

for (int j = 0; j <= n; j++) {

sparse[i][j] = sparse[i - 1][j];

if (j + (1 << (i - 1)) <= n)

sparse[i][j] = min(sparse[i][j], sparse[i - 1][j + (1 << (i - 1))]);

}

}

lo.resize(n + 1, 0);

int cv = -1, nv = 1;

for (int i = 1; i <= n; i++) {

if (i == nv) cv++, nv \*= 2;

lo[i] = cv;

}

}

int lcp(int a, int b) {

if (a == b) return (n - a);

a = fv[a];

b = fv[b];

if (a > b) swap(a, b);

a++;

int l = b - a + 1;

return min(sparse[lo[l]][a], sparse[lo[l]][b - (1 << lo[l]) + 1]);

}

};

## Aho-corasick algorithm

const int MAX = 26 + 1;//+1 to assign starting from 1

int cIdx(char c) {

return 1 + c - 'a';

}

struct Trie {

Trie\* child[MAX];

Trie\* fail;

vector<int> patIdx;

vector<char> chars;

Trie() {

memset(child, 0, sizeof child);

}

void insert(const string& s, int idx, int i = 0) {

if (i == s.size()) {

patIdx.push\_back(idx);

return;

}

int cur = cIdx(s[i]);

if (!child[cur]) {

child[cur] = new Trie();

chars.push\_back(s[i]);

}

child[cur]->insert(s, idx, i + 1);

}

};

void move(Trie\*& k, int c) {

while (!k->child[c]) k = k->fail;

k = k->child[c];

}

struct Aho {

Trie\* root;

int p\_sz;

vector<string> pat;

Trie\* buildAhoTree() {

Trie\* root = new Trie();

for (int i = 0; i < p\_sz; i++) {

root->insert(pat[i], i);

}

queue<Trie\*> q;

for (int i = 0; i < MAX; i++) {

if (root->child[i]) q.push(root->child[i]), root->child[i]->fail = root;

else root->child[i] = root;

}

Trie\* cur;

while (!q.empty()) {

cur = q.front();

q.pop();

for (int i = 0; i < cur->chars.size(); i++) {

char ch = cIdx(cur->chars[i]);

q.push(cur->child[ch]);

Trie\* k = cur->fail;

move(k, ch);

cur->child[ch]->fail = k;

for (auto j : k->patIdx) {

cur->child[ch]->patIdx.push\_back(j);

}

}

}

return root;

}

Aho(const vector<string>& p) {

p\_sz = p.size(), pat = p;

root = buildAhoTree();

}

vector<vector<int>> find\_patterns(const string& s) { // find all occurrences of each pattern

vector<vector<int>> res(p\_sz);

Trie\* k = root;

for (int i = 0; s[i]; i++) {

move(k, cIdx(s[i]));

for (auto& j : k->patIdx) res[j].push\_back(i);

}

for (int i = 0; i < p\_sz; i++) {

for (int& j : res[i]) j -= (int)pat[i].size() - 1;

}

return res;

}

};

# Data Structures

## DSU

struct DSU {

vector<int> par, size;

int groups;

DSU(int n) {

par.resize(n + 1);

size.resize(n + 1, 1);

iota(par.begin(), par.end(), 0);

groups = n;

}

int Leader(int child) {

return par[child] == child ? child : par[child] = Leader(par[child]);

}

bool mergeGroups(int x, int y) {

x = Leader(x), y = Leader(y);

if (x == y) return false;

if (size[y] > size[x]) swap(x, y);

par[y] = x;

size[x] += size[y];

groups--;

return true;

}

int getSize(int x) {

return size[Leader(x)];

}

};

## DSU with rollback

class DSU {

private:

int n;

vector<int>parent, siz;

stack <pair<int, int>>st;

public:

int cmp;

// constructor

DSU(int nt) {

parent.resize(nt + 5);

siz.resize(nt + 5);

this->n = nt;

cmp = n;

for (int i = 0; i < parent.size(); i++) {

parent[i] = i;

siz[i] = 1;

}

}

// find leader

int leader(int child) {

if (child == parent[child]) {

return child;

}

return leader(parent[child]);

}

// merge groups

bool merge(int ch1, int ch2) {

int leader1 = leader(ch1);

int leader2 = leader(ch2);

if (leader1 == leader2) {

return false; // not able to merge

}

if (siz[leader1] > siz[leader2]) {

parent[leader2] = leader1;

siz[leader1] += siz[leader2];

st.push({ leader1,leader2 });

}

else {

parent[leader1] = leader2;

siz[leader2] += siz[leader1];

st.push({ leader2,leader1 });

}

cmp--;

return true;

}

// get size

int getSize(int child) {

int lead = leader(child);

return siz[lead];

}

void stackIt(int a = -1, int b = -1) {

st.push({ a,b });

}

void undo() {

while (st.top().first != -1) {

int a = st.top().first;

int b = st.top().second;

st.pop();

parent[b] = b;

siz[a] -= siz[b];

cmp++;

}

st.pop();

}

};

## Fenwick tree

template<typename T> struct Fenwick {

int n;

vector<T> fen;

Fenwick(int sz) {

n = sz, fen.resize(n);

}

void add(int idx, T x) {

while (idx < n) fen[idx] += x, idx |= (idx + 1);

}

T get(int idx) {

T ret = 0;

while (idx >= 0) ret += fen[idx], idx &= (idx + 1), idx--;

return ret;

}

};

## 2D Fenwick tree

template<typename T> struct Fenwick\_2D {

int n, m;

vector<vector<T>> fen;

Fenwick\_2D(int \_n, int \_m) {

n = \_n, m = \_m;

fen.resize(n, vector<T>(m, 0));

}

void add(int i, int j, T x) {

while (i < n) {

int j2 = j;

while (j2 < m) fen[i][j2] += x, j2 |= (j2 + 1);

i |= (i + 1);

}

}

T get(int i, int j) {

T ret = 0;

while (i >= 0) {

int j2 = j;

while (j2 >= 0) ret += fen[i][j2], j2 &= (j2 + 1), j2--;

i &= (i + 1), i--;

}

return ret;

}

T Query(int x1, int y1, int x2, int y2) {

return get(x2, y2) - get(x2, y1 - 1) - (get(x1 - 1, y2) - get(x1 - 1, y1 - 1));

}

};

## Segment tree

template<typename T> struct segTree {

vector<T> seg;

int n;

T bad;

function<T(T, T)> merge;

static T Min(T a, T b) { return min(a, b); }

static T Max(T a, T b) { return max(a, b); }

segTree(int n\_, T bad\_, function<T(T, T)> op) {

n = n\_, bad = bad\_, merge = op;

seg.resize(4 \* n + 2);

}

T get(int l, int r, int idx = 0, int lw = 0, int hgh = -1) {

if (hgh == -1) hgh = n - 1;

if (lw >= l && hgh <= r) return seg[idx];

if (hgh < l || lw > r) return bad;

int md = (lw + hgh) >> 1;

return merge(get(l, r, 2 \* idx + 1, lw, md), get(l, r, 2 \* idx + 2, md + 1, hgh));

}

void update(int id, const T& val, int idx = 0, int lw = 0, int hgh = -1) {

if (hgh == -1) hgh = n - 1;

if (lw == hgh) return void(seg[idx] = val);

int md = (lw + hgh) >> 1;

if (id <= md) update(id, val, 2 \* idx + 1, lw, md);

else update(id, val, 2 \* idx + 2, md + 1, hgh);

seg[idx] = merge(seg[2 \* idx + 1], seg[2 \* idx + 2]);

}

};

## Segment tree with lazy

struct LST {

vector<ll> seg, lazy;

int n;

ll bad;

function<ll(ll, ll)> merge;

LST(int n\_, ll bad\_, function<ll(ll, ll)> op) {

n = n\_, bad = bad\_, merge = op;

seg.resize(4 \* n + 2, 0), lazy.resize(4 \* n + 2, 0);

}

void push(int idx, int lw, int hgh, ll val) {

seg[idx] += (hgh - lw + 1) \* val;

if (lw != hgh)

lazy[2 \* idx + 1] += val, lazy[2 \* idx + 2] += val;

}

ll get(int l, int r, int idx = 0, int lw = 0, int hgh = -1) {

if (hgh == -1) hgh = n - 1;

push(idx, lw, hgh, lazy[idx]), lazy[idx] = 0;

if (lw >= l && hgh <= r) return seg[idx];

if (hgh < l || lw > r) return bad;

int md = (lw + hgh) >> 1;

return merge(get(l, r, 2 \* idx + 1, lw, md), get(l, r, 2 \* idx + 2, md + 1, hgh));

}

void updateRange(int l, int r, ll val, int idx = 0, int lw = 0, int hgh = -1) {

if (hgh == -1) hgh = n - 1;

push(idx, lw, hgh, lazy[idx]), lazy[idx] = 0;

if (hgh < l || lw > r || lw > hgh) return;

if (lw >= l && hgh <= r)

return void(push(idx, lw, hgh, val));

int md = (lw + hgh) >> 1;

updateRange(l, r, val, 2 \* idx + 1, lw, md);

updateRange(l, r, val, 2 \* idx + 2, md + 1, hgh);

seg[idx] = merge(seg[2 \* idx + 1], seg[2 \* idx + 2]);

}

};

## Sparse table

template<typename T> struct SparseTable {

int n;

function<T(T, T)> merge;

vector<vector<T>> ST;

T bad;

static vector<int> lg;

static T Min(T a, T b) { return min(a, b); }

static T Max(T a, T b) { return max(a, b); }

SparseTable(const vector<T>& data, function<T(T, T)> \_merge, T \_bad) {

n = data.size();

if (lg.empty()) lg = { 0, 0 };

while (lg.size() <= 2 \* n) lg.push\_back(lg[lg.size() >> 1] + 1);

merge = \_merge;

bad = \_bad;

ST = vector<vector<T>>(n, vector<T>(lg[n] + 1));

for (int i = 0; i < n; i++) ST[i][0] = data[i];

for (int pw = 1; (1 << pw) <= n; pw++)

for (int i = 0; i + (1 << pw) <= n; i++)

ST[i][pw] = merge(ST[i][pw - 1], ST[i + (1 << (pw - 1))][pw - 1]);

}

T get1(int l, int r) {

int sz = r - l + 1;

T ret = bad;

for (int i = lg[sz]; i >= 0; i--) {

if (sz >> i & 1) {

ret = merge(ret, ST[l][i]);

l += 1 << i;

}

}

return ret;

}

T get2(int l, int r) {

int sz = r - l + 1;

int pw = lg[sz];

return merge(ST[l][pw], ST[r - (1 << pw) + 1][pw]);

}

};

template<typename T>

vector<int> SparseTable<T>::lg;

## SQRT decomposition

template<typename T> struct SQRT\_decomp {

int n, SQ;

vector<vector<T>> b;

vector<T> blk;

vector<T> a;

T bad;

function<T(T, T)> merge;

SQRT\_decomp(const vector<T>& \_a, T \_bad, function<T(T, T)> \_merge) {

a = \_a;

n = a.size();

SQ = sqrt(n);

if (SQ \* SQ != n) SQ++;

blk.resize(SQ);

merge = \_merge;

bad = \_bad;

build();

}

void build() {

fill(blk.begin(), blk.end(), bad);

for (int i = 0; i < n; i++) {

int blkIdx = i / SQ;

blk[blkIdx] = merge(blk[blkIdx], a[i]);

}

}

ll get(int l, int r) {

ll ret = bad;

for (int i = l; i <= r; i++) {

if (i % SQ == 0 && i + SQ - 1 <= r)

ret = merge(ret, blk[i / SQ]), i += SQ - 1;

else

ret = merge(ret, a[i]);

}

return ret;

}

void update(int idx, const T& val) {

int blkIdx = idx / SQ;

a[idx] = val;

int l = blkIdx \* SQ, r = min(l + SQ - 1, n - 1);

blk[blkIdx] = bad;

for (int i = l; i <= r; i++) {

blk[blkIdx] = merge(blk[blkIdx], a[i]);

}

}

};

## Mo’s algorithm

const int MAX\_N = 2e5 + 5;

const int MAX\_Q = 2e5 + 5;

const int MAX\_a = 1e6;

const int SQ = sqrt(MAX\_N) + 5;

struct Query {

int l, r, B\_idx, Q\_idx;

Query() {}

Query(int \_l, int \_r, int idx) {

l = \_l, r = \_r, Q\_idx = idx, B\_idx = l / SQ;

}

bool operator<(const Query& q) const {

if (B\_idx != q.B\_idx) return B\_idx < q.B\_idx;

return r < q.r;

}

};

int a[MAX\_N], res;

int freq[MAX\_N];

Query Q[MAX\_Q];

int ans[MAX\_Q];

// change Add and Remove functions

void Add(int idx) {

if (freq[a[idx]] == 0) res++;

freq[a[idx]]++;

}

void Remove(int idx) {

freq[a[idx]]--;

if (freq[a[idx]] == 0) res--;

}

void MO(int q) {

sort(Q, Q + q);

int l = 1, r = 0;

for (int i = 0; i < q; i++) {

while (l < Q[i].l) Remove(l++);

while (l > Q[i].l) Add(--l);

while (r < Q[i].r) Add(++r);

while (r > Q[i].r) Remove(r--);

ans[Q[i].Q\_idx] = res;

}

}

## Mo’s algorithm (faster)

constexpr int logn = 20;

constexpr int maxn = 1 << logn;

long long hilbertorder(int x, int y)

{

long long d = 0;

for (int s = 1 << (logn - 1); s; s >>= 1)

{

bool rx = x & s, ry = y & s;

d = d << 2 | rx \* 3 ^ static\_cast<int>(ry);

if (!ry)

{

if (rx)

{

x = maxn - x;

y = maxn - y;

}

swap(x, y);

}

}

return d;

}

int B; // sqrt the size

struct query {

int l, r, idx;

int ord;

const bool operator<(const query& o) const {

if (l / B == o.l / B) {

if ((l / B) % 2 == 0) return r < o.r;

else return r > o.r;

}

else {

return l < o.l;

}

}

// or

void getOrder() {

this->ord = hilbertorder(l, r);

// then sort according to order in main

}

};

//

void Run(vector<query>& qu) {

sort(all(qu));

int cnt = 0;

int l = 0, r = 0;

for (auto& [lq, rq, idx] : qu) {

while (lq <= l - 1) {

//add();

l--;

}

while (lq > l) {

//remove();

l++;

}

while (rq >= r + 1) {

//add();

r++;

}

while (rq < r) {

//remove();

r--;

}

ans[idx] = cnt;

}

}

## Priority queue custom sort

class Compare

{

public:

bool operator()(int below, int above)

{

return below < above;

}

};

priority\_queue<int, vector<int>, Compare> pq;

## Set & multiset custom sort

struct Compare

{

bool operator()(const int& x, const int& y) const

{

return x < y;

}

};

set<int, Compare> st;

multiset<int, Compare> ms;

## Ordered set & multiset

#include <ext/pb\_ds/assoc\_container.hpp>

#include <ext/pb\_ds/tree\_policy.hpp>

using namespace \_\_gnu\_pbds;

template<typename T>

using ordered\_set = tree<T, null\_type, less<T>, rb\_tree\_tag, tree\_order\_statistics\_node\_update>;

template<typename T>

using ordered\_multiset = tree<T, null\_type, less\_equal<T>, rb\_tree\_tag, tree\_order\_statistics\_node\_update>;

template<class T> struct Multiset {

ordered\_multiset<T> ms;

void insert(const T& x) {

ms.insert(x);

}

bool exist(const T& x) const {

auto it = ms.upper\_bound(x);

if (it == ms.end()) return false;

return \*it == x;

}

bool erase(const T& x) {

if (!exist(x)) return false;

ms.erase(ms.upper\_bound(x));

return true;

}

T operator [] (int p) const {

assert(p >= 0 && p < (int)ms.size());

return \*ms.find\_by\_order(p);

}

typename ordered\_multiset<T>::iterator begin() { return ms.begin(); }

typename ordered\_multiset<T>::iterator end() { return ms.end(); }

int first(const T& x) const {

if (!exist(x)) return -1;

return ms.order\_of\_key(x);

}

int last(const T& x) const {

if (!exist(x)) return -1;

if ((\*this)[ms.size() - 1] == x) return ms.size() - 1;

return first(\*ms.lower\_bound(x)) - 1;

}

int lower(const T& x) const { // returns the index

if ((\*this)[ms.size() - 1] < x) return -1;

return ms.order\_of\_key(x);

}

int count(const T& x) const {

if (!exist(x)) return 0;

return last(x) - first(x) + 1;

}

int size() const { return ms.size(); }

void clear() { ms.clear(); }

};

## Monotonic queue

template<typename T> struct Monotonic\_queue { // FIFO & finding max or min

stack<pair<T, T>> s1, s2;

function<T(T, T)> merge;

static T Min(T a, T b) { return min(a, b); }

static T Max(T a, T b) { return max(a, b); }

Monotonic\_queue(function<T(T, T)> op) {

merge = op;

}

void push(const T& x) {

if (s1.empty()) s1.push({ x, x });

else s1.push({ x, merge(x, s1.top().second) });

}

void pop() {

if (s2.empty()) {

while (!s1.empty()) {

T e = s1.top().first, best = e;

s1.pop();

if (!s2.empty()) best = merge(best, s2.top().second);

s2.push({ e, best });

}

}

s2.pop();

}

T get() {

assert(!s1.empty() || !s2.empty());

if (s1.empty()) return s2.top().second;

if (s2.empty()) return s1.top().second;

return merge(s1.top().second, s2.top().second);

}

};

## 2D prefix sum

template<typename T = ll> struct pref\_2D {

int n, m;

vector<vector<T>> pref;

pref\_2D(const vector<vector<T>>& x) {

n = x.size();

m = x[0].size();

pref.resize(n, vector<T>(m, 0));

for (int j = 0; j < m; j++) {

pref[0][j] = x[0][j];

for (int i = 1; i < n; i++)

pref[i][j] = pref[i - 1][j] + x[i][j];

}

for (int i = 0; i < n; i++)

for (int j = 1; j < m; j++)

pref[i][j] += pref[i][j - 1];

}

ll get(int x, int y) {

if (x < 0 || y < 0) return 0;

return pref[x][y];

}

ll get(int i1, int j1, int i2, int j2) {

T ret = get(i2, j2) - get(i2, j1 - 1);

ret -= get(i1 - 1, j2) - get(i1 - 1, j1 - 1);

return ret;

}

};

## 2D partial sum

struct partial\_sum\_2D{

int n, m;

vector<vector<ll>> upd;

partial\_sum\_2D(int \_n, int \_m) {

n = n, m = \_m;

upd.resize(n, vector<ll>(m));

}

void update(int x1, int y1, int x2, int y2, ll val) {

upd[x1][y1] += val;

if (x2 + 1 < n) upd[x2 + 1][y1] -= val;

if (y2 + 1 < m) upd[x1][y2 + 1] -= val;

if (x2 + 1 < n and y2 + 1 < m) upd[x2 + 1][y2 + 1] += val;

}

void calc() {

for (int i = 1; i < n; i++)

for (int j = 0; j < m; j++) upd[i][j] += upd[i - 1][j];

for (int i = 0; i < n; i++)

for (int j = 1; j < m; j++) upd[i][j] += upd[i][j - 1];

}

};

# Math

## Big int functions

string addStrings(string num1, string num2) { // doesn’t handle negative numbers

string r = "";

int sz1 = num1.size(), sz2 = num2.size(), i = 0, j = 0, c = 0;

while (i < sz1 || j < sz2 || c > 0) {

int t = c;

t += i < sz1 ? num1[sz1 - i - 1] - '0' : 0;

t += j < sz2 ? num2[sz2 - j - 1] - '0' : 0;

r = char(t % 10 + '0') + r;

c = t / 10; // carry over next digit

i++;

j++;

}

return r;

}

string multiply(string num1, string num2) { // doesn’t handle negative numbers

int len1 = num1.size(), len2 = num2.size();

if (len1 == 0 || len2 == 0) return "0";

vector<int> result(len1 + len2, 0);

int i\_n1 = 0, i\_n2 = 0;

for (int i = len1 - 1; i >= 0; i--) {

int carry = 0;

int n1 = num1[i] - '0';

i\_n2 = 0;

for (int j = len2 - 1; j >= 0; j--) {

int n2 = num2[j] - '0';

int sum = n1 \* n2 + result[i\_n1 + i\_n2] + carry;

carry = sum / 10;

result[i\_n1 + i\_n2] = sum % 10;

i\_n2++;

}

if (carry > 0)

result[i\_n1 + i\_n2] += carry;

i\_n1++;

}

int i = result.size() - 1;

while (i >= 0 && result[i] == 0)

i--;

if (i == -1) return "0";

string s = "";

while (i >= 0)

s += std::to\_string(result[i--]);

return s;

}

## Rand

mt19937 rng(chrono::steady\_clock::now().time\_since\_epoch().count());

ll rand(ll l, ll r) {

return uniform\_int\_distribution<ll>(l, r)(rng);

}

## Matrix power

struct Matrix {

int n, m, mod;

vector<vector<int>> a;

Matrix() {}

Matrix(int n, int m, int mod, int val) : n(n), m(m), mod(mod), a(n, vector<int>(m, val)) {}

Matrix operator\*(const Matrix& b) {

Matrix res(n, b.m, mod, 0);

for (int i = 0; i < n; ++i)

for (int j = 0; j < b.m; ++j)

for (int k = 0; k < m; ++k)

res.a[i][j] = (res.a[i][j] + 1ll \* a[i][k] \* b.a[k][j]) % mod;

return res;

}

Matrix operator^(int e) {

Matrix res(n, n, mod, 0), b = \*this;

for (int i = 0; i < n; ++i)

res.a[i][i] = 1;

for (; e > 0; e /= 2, b = b \* b)

if (e % 2) res = res \* b;

return res;

}

void IdentifyD(int i, int j) {

while (i < n && j < m) {

a[i][j] = 1;

i++, j++;

}

}

};

## Calculate the determinant of matrix using gauss O(n3)

const double EPS = 1e-9;

#define matrix vector<vector<double>>

double det(matrix mat) { // O(n ^ 3)

int n = mat.size();

assert(n != 0 && mat[0].size() == n);

double res = 1;

for (int i = 0; i < n; i++) {

// Find the row with the maximum element in the current column

int maxRow = i;

for (int j = i + 1; j < n; j++)

if (abs(mat[j][i]) > abs(mat[maxRow][i])) maxRow = j;

// If the maximum element is near zero, the determinant is zero

if (abs(mat[maxRow][i]) < EPS) return 0;

// Swap the current row with the row of the maximum element

swap(mat[i], mat[maxRow]);

if (i != maxRow) res = -res;

// Multiply the result by the pivot element

res \*= mat[i][i];

// Normalize the pivot row

for (int j = i + 1; j < n; j++) mat[i][j] /= mat[i][i];

// Eliminate the current column in the other rows

for (int j = 0; j < n; j++)

if (j != i && abs(mat[j][i]) > EPS)

for (int k = i + 1; k < n; k++)

mat[j][k] -= mat[i][k] \* mat[j][i];

}

return res;

}

## Find matrix inverse O(n3)

/\*check if a matrix has an inverse before trying to calculate it.

you need to ensure that the matrix is square and that its determinant is non-zero.\*/

matrix inverse(matrix mat) { // O(n ^ 3)

int n = mat.size();

assert(n != 0 && mat[0].size() == n);

// Create an augmented matrix with the identity matrix on the right

matrix augmented(n, vector<double>(2 \* n));

for (int i = 0; i < n; i++) {

for (int j = 0; j < n; j++)

augmented[i][j] = mat[i][j];

augmented[i][n + i] = 1.0;

}

// Perform Gaussian elimination to transform the matrix into row echelon form

for (int i = 0; i < n; i++) {

// Pivoting to avoid division by zero

int maxRow = i;

for (int k = i + 1; k < n; k++)

if (abs(augmented[k][i]) > abs(augmented[maxRow][i])) maxRow = k;

swap(augmented[i], augmented[maxRow]);

// Make the diagonal contain all 1s

double diagVal = augmented[i][i];

for (int k = 0; k < 2 \* n; k++) augmented[i][k] /= diagVal;

// Eliminate the other rows

for (int j = 0; j < n; j++) {

if (i != j) {

double factor = augmented[j][i];

for (int k = 0; k < 2 \* n; k++)

augmented[j][k] -= factor \* augmented[i][k];

}

}

}

// Extract the right half of the augmented matrix, which is now the inverse

matrix inv(n, vector<double>(n));

for (int i = 0; i < n; i++)

for (int j = 0; j < n; j++) inv[i][j] = augmented[i][n + j];

return inv;

}

## MillerRabin (Check if a number is prime) O(log n)

using u128 = \_\_uint128\_t;

/// return (s \* m) % mod

ll mult(ll s, ll m, ll mod) {

if (!m) return 0;

ll ret = mult(s, m / 2, mod);

ret = (ret + ret) % mod;

if (m & 1) ret = (ret + s) % mod;

return ret;

}

ll fp(ll b, ll p, ll mod) {

ll res = 1;

b %= mod;

while (p > 0) {

if (p & 1) res = (u128)res \* b % mod;

b = (u128)b \* b % mod;

p >>= 1;

}

return res;

}

bool check(ll n, ll a, ll d, ll s) {

ll x = fp(a, d, n);

if (x == 1 || x == n - 1) return 0;

for (int r = 1; r < s; r++) {

x = (u128)x \* x % n;

if (x == n - 1) return 0;

}

return 1;

}

bool MillerRabin(ll n) {

if (n < 2) return 0;

int r = 0;

ll d = n - 1;

while ((d & 1) == 0) {

d >>= 1;

r++;

}

for (ll a : {2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37}) {

if (n == a) return 1;

if (check(n, a, d, r)) return 0;

}

return 1;

}

## Phi

ll phi(ll n) {

ll res = n;

for (ll i = 2; i \* i <= n; i++) {

if (n % i == 0) {

while (n % i == 0) n /= i;

res -= res / i;

}

}

if (n > 1) res -= res / n;

return res;

}

## Phi (preprocessing)

const int N = 1e5 + 5;

int phi[N];

for (int i = 0; i < N; i++) phi[i] = i;

for (int i = 2; i < N; i++)

if (phi[i] == i)

for (int j = i; j < N; j += i)

phi[j] -= phi[j] / i;

## Sieve

const int N = 1e6 + 6;

bool isPrime[N];

vector<int> primes;

void sieve() {

memset(isPrime, 1, sizeof isPrime);

isPrime[0] = isPrime[1] = 0;

for (int i = 2; i \* i < N; i++) {

if (isPrime[i])

for (int j = i \* i; j < N; j += i) isPrime[j] = false;

}

for (int i = 2; i < N; i++)

if (isPrime[i]) primes.push\_back(i);

}

## SPF

vector<int> SPF(int N) {

vector<int> spf(N + 1, 0);

for (int i = 0; i <= N; i += 2) spf[i] = 2;

for (int i = 3; i \* i <= N; i += 2) {

if (spf[i]) continue;

for (int j = i \* i; j <= N; j += i)

if (spf[j] == 0) spf[j] = i;

}

for (int i = 1; i <= N; i++)

if (spf[i] == 0) spf[i] = i;

return spf;

}

## Divisors (n)

vector<ll> get\_divisors(ll x) {

vector<ll> d = { 1 };

for (ll i = 2; i \* i <= x; i++) {

if (x % i == 0) {

d.push\_back(i);

if (x / i != i) d.push\_back(x / i);

}

}

if (x > 1) d.push\_back(x);

return d;

}

## Divisors [2, n]

vector<vector<int>> Get\_Divisors(int N) {

vector<vector<int>> d(N + 1);

for (int i = 2; i <= N; ++i)

for (int j = i; j <= N; j += i)

d[j].push\_back(i);

return d;

}

## Prime factors (n)

vector<pair<ll, int>> prime\_factors(ll x) {

vector<pair<ll, int>> fac;

int cnt = 0;

for (ll i = 2; i \* i <= x; i++) {

cnt = 0;

while (x % i == 0) cnt++, x /= i;

if (cnt) fac.push\_back({i, cnt});

}

if (x > 1) fac.push\_back({x, 1});

return fac;

}

## Sum [l, r]

ll sum(ll l, ll r) {

assert(l <= r);

return (r \* (r + 1) >> 1) - (l \* (l - 1) >> 1);

}

ll sumOdd(ll l, ll r) {

assert(l <= r);

r++;

ll x = r >> 1;

ll y = l >> 1;

return x \* x - y \* y;

}

ll sumEven(ll l, ll r) {

return sum(l, r) - sumOdd(l, r);

}

**extended euclidean algorithm**

// a \* x + b \* y = gcd(a , b)

ll extended\_euclid(ll a, ll b, ll& x, ll& y) {

if (b == 0) {

x = 1, y = 0;

return a;

}

ll x1, y1;

ll g = extended\_euclid(b, a % b, x1, y1);

x = y1, y = x1 - (a / b) \* y1;

return g;

}

## Fast Power (log p)

int mul(int a, int b, int m = Mod) {

return 1ll \* a \* b % m;

}

int Pow(int a, ll p, int m = Mod) {

int res = 1;

while (p) {

if (p & 1) res = mul(res, a, m);

a = mul(a, a, m);

p >>= 1;

}

return res;

}

## Factorial & nCr & nPr (preprocessing)

vector<int> F, invF;

void pre(int n) {

F.resize(n + 1);

invF.resize(n + 1);

F[0] = 1;

for (int i = 1; i <= n; i++)

F[i] = mul(F[i - 1], i, Mod);

invF[n] = inv(F[n]);

invF[0] = 1;

for (int i = n - 1; i; --i)

invF[i] = mul(invF[i + 1], i + 1);

}

int nCr(int n, int r) {

if (n < r) return 0;

return mul(F[n], mul(invF[r], invF[n - r]));

}

int nPr(int n, int r) {

if (n < r) return 0;

return mul(F[n], invF[n - r]);

}

## nCr & nPr

ll nCr(ll n, ll r) {

if (r > n) return 0;

ll p = 1, k = 1;

r = min(r, n - r);

while (r) {

p \*= n, k \*= r;

ll m = \_\_gcd(p, k);

p /= m, k /= m, n--, r--;

}

return p;

}

ll nPr(ll n, ll r) {

if (r > n) return 0;

ll ret = 1;

while (r) ret \*= n--, r--;

return ret;

}

## Fibonacci O(log n)

int Fib(int n) { // 0, 1, 1, 2, 3, 5 | call it with(n+1) to start with 1

ll i = 1, h = 1, j = 0, k = 0, t;

while (n > 0) {

if (n % 2 == 1) {

t = (j \* h) % MOD;

j = (i \* h + j \* k + t) % MOD;

i = (i \* k + t) % MOD;

}

t = (h \* h) % MOD;

h = (2 \* k \* h + t) % MOD;

k = (k \* k + t) % MOD;

n = n / 2;

}

return j;

}

## Divisabilty rules

2 The last digit should be even.

3 The sum of the digits should be divisible by 3.

4 The last two digits should be divisible by 4.

5 The last digit should either be 0 or 5.

6 The number should be divisible by both 2 and 3.

7 The double of the last digit, when subtracted by the rest of the number, the difference obtained should be divisible by 7.

8 The last three digits should be divisible by 8.

9 The sum of the digits should be divisible by 9.

10 The last digit should be 0.

11 The difference of the alternating sum of digits should be divisible by 12.

12 The number should be divisible by both 3 and 4.

13 The four times of the last digit, when added to the rest of the number, the result obtained should be divisible by 13.

17 The five times of the last digit, when subtracted by the rest of the number, the difference obtained should be divisible by 17.

19 The double of the last digit, when added to the rest of the number, the result obtained should be divisible by 19.

## Catalan number
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Description automatically generated](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQcAAABsCAYAAABn73eKAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAABLgSURBVHhe7Z0JmFXjH8df4bEv2XcyJcaSZAl5hLGUdUglNIVsYx87T7KGJDyRNdIzyIMijJJ9jwcp+54lS7ZIFM7/fn6dd/6326nunXvu3O37eZ7zzJlzZu69M+ec7/vb3t+7WJDACSFECi3Cr0IIMQ8SByFEJBIHIUQkEgchRCQSByFEJBIHIUQkEgchRCQSByFEJBIHIUQkEgchRCQSByFEJBIHIUQkEgchRCQSByFEJBIHIUQkEgchRCQSByFEJBIHIUQkEgchRCQSByFEJBIHIVL45JNPXOfOnV3fvn3dn3/+GR7ND7x/79693YEHHui+++678GjzoO7TQiTx3nvvuX79+rlWrVq5YcOGuRVWWCE8kz+++eYbd+SRR7oll1zSDR8+3K277rrhmdwicRAZMWPGDLfEEku4ZZddNjxSOnz55ZdmLcDIkSOb7SFMh0mTJrmamhq34YYbultuucWttdZa4ZncIbdCpMVff/3lbr75ZrfNNtu4u+++OzxaOjA6Iww///yzGzJkSKQwMI6+/fbb7uijj3abbLKJ23jjjW3be++93UMPPWT/o1zRrl07d+WVV7p3333XnXnmme73338Pz+QOiYOI5Ndff3VPPvmku//++92JJ57ottpqK3f11Ve7//77L/yJ0uGff/5xAwcOdF988YU76aST7EFM5d9//3W33nqr69atm1t66aXdoEGD7GHl//Lxxx/bA7v//vtbvCJXIEJ1dXXu5Zdfts/L584puBVCpDJ58uSgsrIyaNOmTdC1a9cg4YcHCT/ctoQvHv5U8ZMQuyBhEdnfVVtbG8yZMyc8My9jx44N2rZtGzQ0NIRH5pL8+2xVVVXBtGnTwrPxk3Drgu7duwcVFRXzfZa4keUgItliiy3MhP3oo4/cY4895nr06BGeKS3w5W+44QbXsmVLd+qpp1o8JZW///7b3IbZs2e7s88+27344ovhGecWW2wx16tXL7f11lvb959++qkbP3687ecCAqRYKYsvvrgbMGCAxUlyhcRBlC347Zjns2bNsgxFwkoKz8zLb7/9ZiIJf/zxh2UMEAwPD+xOO+0Ufufcs88+O8/5uCHuU11d7X744Qd344035sy9kDiIsuWRRx5xr7/+uonCoYceGh6dnxVXXNFtuumm4Xdzg4NLLbVU+N1cll9++XDPmdgQo8gVWA0ERbF2sGgQo1wgcRBlybRp09ztt99u+4cffrhbddVVbT8KApBDhw61LA2CQtAyle+//z7cc/bQevFgVGd0b926tblql112mRU2IR64a126dLFzZD122203N3bs2LSEhd856KCDLEDMZyOAHDcSB1GWkIXBX6+oqHBdu3YNjy4YBKJTp072gDNyJ4N7QuzCwwPvf2bUqFGuvr7e3XfffVZYhUvSv39/d9RRR7lrrrnGnXbaaW7y5Ml2HjeBuAf7i4JYB3EgrJp33nknJ9aDxEGUHV999ZU9tLDffvu51VZbzfabCqlFLw7EHii9BkTjwQcftIe4srKy0fXAFcCiGD16tKUnl1lmGRMd0qLQ0NCQVtk2wrbrrrvaPlZN3LUPEgdRdjzzzDM2T4FRl1E+GzDnKbMOgsDciXPOOaex5PrDDz90n332mdt5553tYceVgTXWWMNdccUVbuWVV7bvgd/PNE6BdXLwwQebFUFxVtzWg8RBlBWMrmPGjLF9RnlG36bC6E9hGGY9wnDXXXe5LbfcMjw7t6r0sMMOs/jAt99+a24D9OnTx8qgk/npp58a05J8rnTL00mhYnUAVkqcVZoSB1FWvPnmm40uQHJsIFMY6REZYhcbbLCBuSnJwgDEKLAksBCmTJliDy6jfOrPAanSH3/80c5HVWguiJVWWsntvvvuto/1MHXqVNuPA4mDKBt4oMkQ8HX11VfP6CFMZdy4ce7cc891m2++uQUQsQ4WBO83ceJE219nnXXm+1nO+8IpshZt27a1/XTBbaF4i0lxxCviQuIgygbM+ldeecX2eajXXHNN288ULA+EoUOHDpYOTZ4hyej96quvzhM/IC7x/vvv2z41FcmxBkj+XLgUC0urRoFrRCYEnnvuudgCkxIHUTaQMmT2JTDaphYypQO/f/rpp5u4MHUaC8RD0JH05AMPPDCPu8LvfP3117a//fbbz/e+WBX8DC7FXnvtZV+pd6B+IZ2sBWLjrSCCoHGVVEscRNnw0ksv2VdM8Ka4FDzANF3BNWD6eqoFMH36dJuhmeo2MN+Cqkned9tttw2PzoUya1KaQGCRjZH/zjvvtBgEac5FgZggdsD7ECCNA4mDKAuYH0EwEni4N9poI9tPFx5YgotYAKussorNyTj//PPn2ZjazgPtTXyPdxlwY9Zff33b9yTP29hll10swPjUU0+ZyFDSzYOfDrwnhVrAxLA4yrclDiISIuvkzQlw+c3z6KOPuocfftiO0fMhF6W7ccNDS/ETEPTLpP0bKUvEgGIn9vn7CUKmbrSYwzpIjhnMnDnTah2ALEVqwRW1Ft7SwEp4/vnn3cUXX2wl2rgu6YLgUT8BfI5ffvnF9rNB4iAiIfJ94YUXutraWtuo6vNw8+F3c5zyX+9PFzKY9l7EqDHIJN5Adyge2nSgCjLZ3ZgzZ465DojGIYccMl/qlNH+oosucu3bt3eDBw92xx9/vP1vjznmmLStBkDsED0gwEldRdYEBUZCmYO33noruOCCC4KOHTs2NtFg23fffYPx48fbz0DCt7KfSZhR9r0QC2LQoEGN91F9fX14tLQYMGBA4984ZsyY8GjTKRjLAR8JE3WfffaxktB77rnHzDP8PGa10dcPxUdZaXJByoh9FHlhOWYhuLe8ac9onFqdWCok96Pg+ciWghAH/METTjjBHXfccWb+9ezZ03LF+HYco5KNvv2IBBvVaJho1KpH5Y2FSIYGLT6FSVkyAcVShLiDh3Rmtg1n8i4O+K/MS58wYYIFZGjiefnllzcGV1JhFhv16gmrx76PyhsLkQwZAb8gDNmATIuMigWCnT71yVyNbOdZ5FUcKEohb4wFQNR25MiRrqqqaqGBGM7RFAOi8sZCpEJwFesBGF2XW2452y81EAfEDxCHorUcMPNobEHKpUWLFtbmm9546eAVslWrVlnNqhPlAV2aKA4CsgWZZAGKCZ4jNuC58rNAm0pexIEAERVmrBMABCGxGDKFKjfFG8Si8FYDsFhNKa7WBVhEPu5ACrUo3QomrjDVFVj/j5ZZuAiZQsloqY4CIj58k5VSh2fB11FQrEWsJRuaXRywGkaMGGHKBrgSyZ1904H6c9ZUIIMhRCY0ZRAqJpranyKKZhcHKrdoB+6hB16hmnlMf6XqLI6NtRWT/27RfCQvUZfpnIpigucoefo48zOyodlX2WZmXO/evS0ViYpT7FSoGQdMM0pu41gfEkUnPhKnsov0YIUoX/7NilUUz5Uqcf6tzW45UJzh9YhaBlpsFSqIF5kRPme2G7l1CYMoJprdciBLQVNO2GGHHdwdd9yRkVvBXHUWFmHFn7XXXjs8WrrgkogF48uiF4YshyaCODQnTAjxk0N69uwZzJw5MzyzaJhwdcoppwQ1NTXBrFmzwqNCLJy6urrGe66UVgiPIs6/tdndCvLMPmLMVNhMqrioqGTqLOXTvrGFECI3NLs40FnX99mnD4CfELMo6MRDf74999zT7bHHHuHRuTA/gzkXvDb9BZi8xWzOHXfc0RpssKpRcsQ6XWh2kpp1aOqmbIUoNpo95gD0+z/jjDNsv1u3brb6z8Lyz2QMKLXmK009k9M1VIHRNYcqS8pFERDmafCazObE2mCWJ6Jy7bXXZhQUpCaD9+RrtihbkT/orERtDeCT086tFOE+Pfnkk90TTzxh37Nob69evWy/KTS75QCM5KxsDHTqpc13comrB92i/151dbX94altwAGLAOuDdCgLhwBiweKoydWTWB6kJjOBB5ksQ1T2IdNN2Yr8kdyCPp0AZrGCi57cHq6prfc9eREHrARaY3nrgegqU6/POuusxt6EN910k432ffv2tZEfYUhuA+6hn8O9995rMQisBMQD8fF8/vnnZl0wd0NTu8sTSvTLkWwHo7yIAyAQjPAURdGLEJVjrT/652Ea0RXq2GOPdW+88YY1fFlQAJIHHnOd+AWz7/DvcSsAa+Ppp5+2GZx+BWNRHDAK4tLF4fUmV0VmGgQvJvi7+PuAez61mW2m5E0cPNQq1NXV2crHmHxsuAr08u/evXvjsuWLAhHBbWBhUV834Uu1EQZuEG62TF0L0bx4V5L1H+kO5qdaZwMDi3cxeb04YkiFCPOV6HYNDJrZZvTyLg5xwMX2C3kgDh6/1DqBSYTiiCOOKJsZesUC146WgKzwdMkll9hycMSj4rxOtIXzAwavm84qUsUIDV78TEys52zbGZSEOBCEIZ1JTIKUoYdjqCf9/1kendFovfXWC8+KpkB6FwH2az9mC6bw9ddfb9koFpNllq5vdRYXBIN9hyQsh1IVB6wG7zJhkWc7obEkxIEGtagm6wxSZOVhBEI9+/TpY5OnKCVV/4fsYKTHfI3LNOcGJqCMO8lKTQSqW7ZsGZ6NB1xTv9IUWSvcy1KEZ8C7zXE0tSkJcdhss80sU3HppZfOE6GlAIpVijhHG7ps/1miOOG6+3b0ZK5K1bWk+M/DM5EtJSEOQiyK5GxV8kNUKhDI9WtuQhy9VSUORQYuVE1NjV18Fl5lbQ9uDIrIrrrqKisZ9+XaVMdl2/CjVOD/4atwKZaLM2NRCNeEOIpfAo/YG++XLRKHIgKT+LzzzrNGokx1p66DuSQs9NO5c2cbEQm8EiykVoQsAAVkEghnMQdfMUhFbVRFblMolGtCvIFeKYAwZFvjABKHIoLsC8ucscgqF5/KPwKtzBmhv8WwYcNs8hk5btb2IOpPJifdRWBLGf5fxKCA4GcsC80mKJRrwgri06dPt316ssYRX5M4FBFUexKFxnzlRvAFQswj6dev3zzBWG7QOKoLSwX+N506dbJ9Un7J/nk2FMo1oXDMvzZd2eNA4lAkkD4kxYdJSoELIxYwEpGiTZ3V6ueUUOex3XbbhUfLG4KSvoaCsv1sH9RCuSbUNvj3Rqi8hZQtEociAXMVM5VGN7Nnz7ZycaCoK7m2A7jpufkBX9vn+BdFOv0rGA0ZHQ844IDI835r3759bIVSccHn8lkL1k7Jtt6hOa5JOuBS+FW1CX4yCzgOJA5FCD7rBx98YPtRq37R1wIzEzp27Jh2GS1m98SJEy1otqCNfhmMfATZos77jdL1TNcjyTX44ZTSA/N3/GgbB7m6JunAGi5e6CgEjKvQT+JQhBABJyoOlDKn3gwUfRGR5zgl4+neLJjBBNVSe1Ekb5Qh83rMV4g67zdu/rhu0jjhwcQFYCRnZfe4yNU1WRSkZMeNG2f7xD2S5xZli8ShCOFG4+bGt02dis7NwiQmaN26tZ0nB878hccff9yOlzM8QCykBJRr+wh/tuTrmiBKVAEDfUziSGF6JA5FBjean4HKjZbquxL0euGFF2yfZjkEzDB3aZZTqkvPZwLZA2bnEi/gwfKmfjbk85rgws2YMcNekwxJnEgcigw/AxXIn/vGNh4KYfA/cREowmEizvDhw62pr7IWcyGaTyUj0GCIDEI25Oua8Jp+jQqsBoQpTiQORQbFOwS3IGqVcUYtbk5uRPLqQ4cOtSg5fToLdeIZkXZaA7LRfJhyZGA0ZrlEf64pHcSjIKDKTN0WLVqY5YBLkA35uiZYI/yPsBqwhuKKYzSS8JNEEZEwI4M2bdoEXbp0CaZNmxYe/T+Jmy9I+LdBhw4dbGGTqqqqYNKkSeHZ7JkwYUJQWVkZJB6o8Ej2JC/EsrAtzgVp5syZE9TW1trr8pXvm0o+rknClQiqq6vt9QYPHmzvETcSB5ERuRCHfDFlypSgXbt2QUVFRZAYhcOjxcHo0aNNGBJuSpCwXMKj8SK3QpQtCZGz5sWY+kyUKpYOUUyyYs4GbgT9V3O1ZqzEQWQEaUBSgHE0E8k3PFz46vStfO211yy+UegkBnRboIdZnT169LDFnHJFXla8EqKQoMLQL7JUX19vPUcLFbqpI2iUZ48cOXK+Mu04keUgyh7EgDaC9HgYOHCg9ZksRKiwZA1YCq2GDBmSU2EAiYMQCViImRXXqDZEIAptfRM+D59r6tSpJmTM38g1EgchEhB/YIYlLfJHjRplXZ0KxePmc/B5aN3fv39/E7JmgZiDEGIu1Dtcd911VrfQ0NAQHs0f1C+MGDHC0sd8zUU9w4JQQFKIFJgrwYLOtLBnIed8VpaSXr3ttttssR+m1MdeBbkQJA5CiEgUcxBCRCJxEEJEInEQQkQicRBCRCJxEEJEInEQQkQicRBCRCJxEEJEInEQQkQicRBCRCJxEEJEInEQQkQicRBCRCJxEEJEInEQQkQicRBCRODc/wAN2c4qDkKFjgAAAABJRU5ErkJggg==) 1, 1, 2, 5, 14, 42, 132, 429, 1430, 4862, …

The Catalan number Cn is the solution for:

**1. Balanced Parentheses:** The number of correct bracket sequence consisting of `**n`** opening and `**n**` closing brackets.

**2. Word Problems**: Counting the number of valid sequences of balanced words in formal language theory.

**3. Bracketing Problems:** The number of ways to fully parenthesize an expression with `**n**` pairs of operands and operators.

**4. Binary Search Trees:** The number of distinct binary search trees that can be formed with `**n**` nodes.

**5. Sorted Trees:** The number of different ways to insert `**n**` elements into an empty binary search tree.

**6. Full Binary Trees:** The number of full binary trees with `**n+1**` leaves.

**7. Triangulations of a Polygon:** The number of ways to triangulate a covex polygon with `**n+2**` sides. (i.e. the number of partitions of polygon into disjoint triangles by using the diagonals).

**8. Non-Crossing Handshakes:** The number of ways `**n**` pairs of people can shake hands without any of the handshakes crossing.

**9. Dyck Paths:** The number of paths along the edges of a grid that do not pass above the diagonal.

**10. Stack Permutations:** The number of valid permutations of a sequence of `**1**` to `**n**` where each prefix is a valid stack permutation.

**11. Valid Sequences:** The number of valid sequences of operations that can be performed on a stack to produce a given permutation of elements.

**12. Mountain Ranges:** The number of ways to draw mountain ranges with `**n**` upstrokes and `**n**` downstrokes that never go below the starting point.

**13. Schroeder's Second Problem:** The number of ways to insert `**n**` pairs of parentheses into a sequence such that the resulting expression is correctly matched.

**14. Planar Graphs:** Counting certain types of planar graphs, such as non-crossing partitions of a set of points in the plane.

**15. Matrix Chain Multiplication:** The number of ways to fully parenthesize a product of `**n+1**` matrices.

**16. Catalan Paths:** The number of paths along the edges of a grid that start at the origin and do not pass above the line `y = x`.

# Trees

## LCA (Binary lifting)

struct LCA {

vector <vector<int>> adj;

vector<int> dis;

int LG;

vector <vector<int>> up;

LCA(int n) {

n += 5;

adj.resize(n);

LG = 1;

while ((1 << LG) < n) LG++;

dis.resize(n);

up.resize(n, vector<int>(LG));

}

LCA(const vector <vector<int>>& \_adj) {

LCA(\_adj.size());

adj = \_adj;

}

void addEdge(int u, int v) {

adj[u].push\_back(v);

adj[v].push\_back(u);

}

void build(int node = 1, int p = 0) {

dis[node] = dis[p] + 1;

up[node][0] = p;

for (int i = 1; i < LG; i++) {

up[node][i] = up[up[node][i - 1]][i - 1];

}

for (int i : adj[node])

if (i != p) build(i, node);

}

int lca(int u, int v) {

if (dis[u] < dis[v]) swap(u, v);

int diff = dis[u] - dis[v];

for (int i = 0; i < LG; i++)

if ((1 << i) & diff) u = up[u][i];

if (u == v) return u;

for (int i = LG - 1; i >= 0; i--) {

if (up[u][i] != up[v][i])

u = up[u][i], v = up[v][i];

}

return up[u][0];

}

int kth\_anc(int u, int k) {

for (int i = LG - 1; i >= 0; i--)

if ((1 << i) & k) u = up[u][i];

return !u ? -1 : u;

}

};

## LCA with segment tree (Euler tour)

struct LCA {

vector<int> height, euler, first, segtree, tree;

vector<bool> visited;

int n;

LCA(vector<vector<int>>& adj, int root = 0) {

n = adj.size();

height.resize(n);

first.resize(n);

euler.reserve(n \* 2);

visited.assign(n, false);

dfs(adj, root);

int m = euler.size();

segtree.resize(m \* 4);

build(1, 0, m - 1);

}

void dfs(vector<vector<int>>& adj, int node, int h = 0) {

visited[node] = true;

height[node] = h;

first[node] = euler.size();

euler.push\_back(node);

for (auto to : adj[node]) {

if (!visited[to]) {

dfs(adj, to, h + 1);

euler.push\_back(node);

}

}

}

void build(int node, int b, int e) {

if (b == e) {

segtree[node] = euler[b];

}

else {

int mid = (b + e) / 2;

build(node << 1, b, mid);

build(node << 1 | 1, mid + 1, e);

int l = segtree[node << 1], r = segtree[node << 1 | 1];

segtree[node] = (height[l] < height[r]) ? l : r;

}

}

int query(int node, int b, int e, int L, int R) {

if (b > R || e < L)

return -1;

if (b >= L && e <= R)

return segtree[node];

int mid = (b + e) >> 1;

int left = query(node << 1, b, mid, L, R);

int right = query(node << 1 | 1, mid + 1, e, L, R);

if (left == -1) return right;

if (right == -1) return left;

return height[left] < height[right] ? left : right;

}

int lca(int u, int v) {

int left = first[u], right = first[v];

if (left > right)

swap(left, right);

return query(1, 0, euler.size() - 1, left, right);

}

};

## HLD

const int N = 200000 + 9;

const int SEG\_MAX = 4 \* N + 9; //L = Ceil(log2(V)). TREE\_SIZE = 2 + (1<<(L+1))

int interval[SEG\_MAX];

int mxV; // current # of tree nodes

struct SegmentTree { // Range Max Query

int idx, val, from, to;

void init(int n) {

mxV = n;

memset(interval, 0, n \* sizeof(int));

}

// Initialize idx & val before update

int update(int s = 0, int e = mxV, int p = 1) {

if (s == e)

return interval[p] = val;

int mid = (s + e) / 2;

int left = (p << 1), right = left + 1;

if (idx <= mid)

update(s, mid, left);

else if (idx > mid)

update(mid + 1, e, right);

return interval[p] = max(interval[left], interval[right]);

}

// Initialize from & to before query

int query(int s = 0, int e = mxV, int p = 1) {

if (from <= s && to >= e)

return interval[p];

int mid = (s + e) / 2;

int left = (p << 1), right = left + 1;

if (to <= mid)

return query(s, mid, left);

if (from > mid)

return query(mid + 1, e, right);

int a = query(s, mid, left);

int b = query(mid + 1, e, right);

return max(a, b);

}

};

/////////////////////////////////////////////////////////////////////////////////////

const int isValueOnEdge = 1; // switch to 0 for value on node

vector<vector<int>> tree; // undirected tree

// For values on edge

vector<vector<int>> treeEdgeIdx;

vector<int> edge\_to; // which end point used in directing the edge

vector<int> edge\_cost;

struct HeavyLight {

int parent[N], depth[N], heavy[N], root[N], segTreePos[N];

int queryRes; // e.g. max value on path

SegmentTree segTree;

int dfs\_hld(int v) {

int size = 1, maxSubtree = 0;

for (int k = 0; k < (int)tree[v].size(); ++k) {

int u = tree[v][k], edgeIdx = treeEdgeIdx[v][k];

if (u != parent[v]) {

edge\_to[edgeIdx] = u;

parent[u] = v, depth[u] = depth[v] + 1;

int childTreeSize = dfs\_hld(u);

if (childTreeSize > maxSubtree)

heavy[v] = u, maxSubtree = childTreeSize;

size += childTreeSize;

}

}

return size;

}

void buildChains() {

int n = tree.size();

memset(heavy, -1, n \* sizeof(int));

parent[0] = -1, depth[0] = 0;

dfs\_hld(0);

// Connect chains to its root. Map chain to segment tree part

for (int chainRoot = 0, pos = 0; chainRoot < n; ++chainRoot) {

if (parent[chainRoot] == -1 || heavy[parent[chainRoot]] != chainRoot) {

for (int j = chainRoot; j != -1; j = heavy[j]) // iterate on a chain

root[j] = chainRoot, segTreePos[j] = pos++;

}

}

segTree.init(n);

}

void queryChain(int l, int r) {

segTree.from = l, segTree.to = r;

queryRes = max(queryRes, segTree.query());

}

int queryPath(int u, int v) {

queryRes = 0; // be careful from u = v for isValueOnEdge

for (; root[u] != root[v]; v = parent[root[v]]) {

if (depth[root[u]] > depth[root[v]])

swap(u, v);

queryChain(segTreePos[root[v]], segTreePos[v]);

}

if (depth[u] > depth[v])

swap(u, v);

if (!isValueOnEdge || u != v)

queryChain(segTreePos[u] + isValueOnEdge, segTreePos[v]);

return queryRes; // u = LCA node

}

// For value on DIRECTED edge (f, t, value), call update\_node(t, value)

void updatePos(int treeNode, int value) {

segTree.idx = segTreePos[treeNode], segTree.val = value;

segTree.update();

}

};

## Centroid decomposition

struct Centroid {

vector<int> sz, par;

vector<bool> vis;

vector<vector<int>> adj, tree;

int root;

Centroid(int n) {

n += 5;

sz.resize(n, 0);

par.resize(n, -1);

tree.resize(n);

vis.resize(n, false);

adj.resize(n);

}

void addEdge(int u, int v) {

adj[u].push\_back(v);

adj[v].push\_back(u);

}

int build(int u = 1) {

dfs(u, -1);

int ctr = find\_centroid(u, -1, sz[u]);

vis[ctr] = true;

for (auto v : adj[ctr]) {

if (!vis[v]) {

int ch = build(v);

par[ch] = ctr;

tree[ctr].push\_back(ch);

}

}

return ctr;

}

void dfs(int u, int p) {

sz[u] = 1;

for (auto v : adj[u]) {

if (v != p && !vis[v]) {

dfs(v, u);

sz[u] += sz[v];

}

}

}

int find\_centroid(int u, int p, int n) {

for (auto v : adj[u]) {

if (v != p && !vis[v] && 2 \* sz[v] > n)

return find\_centroid(v, u, n);

}

return u;

}

};

## Small to large

const int N = 1e6 + 5;

struct Node {

int ans = 0;

vector<int>Child;

map<int, int>fr; // dpth, cnt

set<pair<int, int>>st; // mx,idx

}tree[N];

void merge(int& a, int b) {

if (tree[a].fr.size() < tree[b].fr.size())

swap(a, b);

for (auto& [hi, cnt] : tree[b].fr) {

auto c = tree[a].fr[hi];

auto it = tree[a].st.find({ c,-hi });

if (it != tree[a].st.end())tree[a].st.erase(it);

c += cnt;

tree[a].fr[hi] = c;

tree[a].st.insert({ c,-hi });

}

}

void process(int par, int node, int dpth) {

auto it = tree[node].st.end();

it--;

int hi = it->second;

tree[par].ans = -hi - dpth;

}

void dfs(int& par, int root, int dpth = 0) {

// pre

tree[par].fr[dpth]++;

tree[par].st.insert({ 1,-dpth });

int node = par;

// go

for (auto to : tree[par].Child) {

if (to == root) continue;

dfs(to, par, dpth + 1);

merge(node, to);

}

// compute ans

process(par, node, dpth);

par = node;

}

# Graphs

## Floyd-Warshall Algorithm O(n3)

for (int k = 1; k <= n; k++)

for (int i = 1; i <= n; i++)

for (int j = 1; j <= n; j++)

if (cost[i][k] < INF && cost[k][j] < INF)

cost[i][j] = min(cost[i][j], cost[i][k] + cost[k][j]);

## Bellman Ford O(EV)

class Bellman {

public:

struct Edge {

ll x, y, c;

};

ll n;

const ll INF = 1e15;

vector<Edge>edges;

vector<ll>dst;

vector<vector<ll>>v;

set<ll>path;

Bellman(int nn) {

this->n = nn;

dst.resize(n + 1);

v.resize(n + 1);

}

bool bellman(int src = 1) {

for (int i = 0; i < n - 1; i++)

for (auto& e : edges)

if (dst[e.x] + e.c < dst[e.y])

dst[e.y] = dst[e.x] + e.c;

vector<ll> on;

for (auto& e : edges)

if (dst[e.x] + e.c < dst[e.y])

on.push\_back(e.x);

if (on.empty()) return 1; // no negative cycles

vector<bool>vis(n + 1);

for (auto& i : on)

if (!vis[i]) dfs(i, vis);

for (int i = 1; i <= n; i++)

if (vis[i]) path.insert(i);

// path: containing any vertex appear in a negative cycle

return 0;

}

void dfs(int par, vector<bool>& vis) {

vis[par] = 1;

for (auto& i : v[par])if (!vis[i])dfs(i, vis);

}

};

## SPFA

const int INF = 1000000000;

vector<vector<pair<int, int>>> adj;

bool spfa(int s, vector<int>& d) {

int n = adj.size();

d.assign(n, INF);

vector<int> cnt(n, 0);

vector<bool> inqueue(n, false);

queue<int> q;

d[s] = 0;

q.push(s);

inqueue[s] = true;

while (!q.empty()) {

int v = q.front();

q.pop();

inqueue[v] = false;

for (auto edge : adj[v]) {

int to = edge.first;

int len = edge.second;

if (d[v] + len < d[to]) {

d[to] = d[v] + len;

if (!inqueue[to]) {

q.push(to);

inqueue[to] = true;

cnt[to]++;

if (cnt[to] > n)

return false; // negative cycle

}

}

}

}

return true;

}

## SCC using Kosaraju's Algorithm

struct SCC {

int n;

vector<bool> vis;

vector<vector<int>> adj[2], com;

stack<int> stk;

SCC(int \_n) {

n = \_n;

adj[0].resize(n + 1);

adj[1].resize(n + 1);

}

void addEdge(int u, int v) {

adj[0][u].push\_back(v);

adj[1][v].push\_back(u);

}

void dfs(int u) {

vis[u] = true;

for (auto v : adj[0][u]) if (!vis[v]) dfs(v);

stk.push(u);

}

void dfs(int u, vector<int>& group) {

vis[u] = true;

group.push\_back(u);

for (auto v : adj[1][u]) if (!vis[v]) dfs(v, group);

}

void build() {

vis.assign(n + 1, false);

for (int i = 1; i <= n; i++) if (!vis[i]) dfs(i);

fill(vis.begin(), vis.end(), false);

while (stk.size()) {

int u = stk.top();

stk.pop();

if (!vis[u]) {

com.emplace\_back();

dfs(u, com.back());

}

}

}

};

## 2-sat

struct two\_sat {

int n, id, t;

vector<vector<int>> adj;

vector<int> scc\_id, low, time;

stack<int> stk;

vector<bool> is;

two\_sat(int \_n) {

n = \_n, id = 0, t = 0;

adj.resize(2 \* n);

is.resize(n);

}

int Not(int i) {

return i < n ? i + n : i - n;

}

void addEdge(int a, int b) {

adj[a].push\_back(b);

}

void set\_true(int i) {

addEdge(Not(i), i);

}

void either(int a, int b) {

addEdge(Not(a), b);

addEdge(Not(b), a);

}

void make\_equal(int a, int b) {

addEdge(a, b), addEdge(Not(a), Not(b)),

addEdge(b, a), addEdge(Not(b), Not(a));

}

void dfs(int u) {

time[u] = low[u] = t++, stk.push(u);

for (auto& v : adj[u]) if (scc\_id[v] == -1) {

if (time[v] == -1) dfs(v);

low[u] = min(low[u], low[v]);

}

if (low[u] == time[u]) {

int cur = id++, v;

do {

v = stk.top(), stk.pop(), scc\_id[v] = cur;

} while (v != u);

}

}

bool solve() {

scc\_id = time = low = vector<int>(2 \* n, -1);

for (int i = 0; i < 2 \* n; i++) {

if (time[i] == -1) dfs(i);

}

for (int i = 0; i < n; i++) {

if (scc\_id[i] == scc\_id[Not(i)]) return false;

is[i] = scc\_id[i] < scc\_id[Not(i)];

}

return true;

}

};

## Articulation points

vector<vector<int>> adj;

vector<int> low, disc, ap;

int Time;

int dfsAP(int u, int p) {

int children = 0;

low[u] = disc[u] = ++Time;

for (int& v : adj[u]) {

if (v == p) continue; // we don't want to go back through the same path.

// if we go back is because we found another way back

if (!disc[v]) { // if V has not been discovered before

children++;

dfsAP(v, u); // recursive DFS call

if (disc[u] <= low[v]) // condition #1

ap[u] = 1;

low[u] = min(low[u], low[v]); // low[v] might be an ancestor of u

}

else // if v was already discovered means that we found an ancestor

low[u] = min(low[u], disc[v]); // finds the ancestor with the least discovery time

}

return children;

}

void AP() {

ap = low = disc = vector<int>(adj.size());

Time = 0;

for (int u = 0; u < adj.size(); u++)

if (!disc[u])

ap[u] = dfsAP(u, u) > 1; // condition #2

}

## Bridges

vector<vector<int>> adj;

vector<int> low, disc, ap;

int Time;

vector<pair<int, int>> br;

int dfsBR(int u, int p) {

low[u] = disc[u] = ++Time;

for (int& v : adj[u]) {

if (v == p) continue; // we don't want to go back through the same path.

// if we go back is because we found another way back

if (!disc[v]) { // if V has not been discovered before

dfsBR(v, u); // recursive DFS call

if (disc[u] < low[v]) // condition to find a bridge

br.push\_back({ u, v });

low[u] = min(low[u], low[v]); // low[v] might be an ancestor of u

}

else // if v was already discovered means that we found an ancestor

low[u] = min(low[u], disc[v]); // finds the ancestor with the least discovery time

}

}

void BR() {

low = disc = vector<int>(adj.size());

Time = 0;

for (int u = 0; u < adj.size(); u++)

if (!disc[u]) dfsBR(u, u);

}

## Minimum spanning arborescence (MSA) - Zhu-Liu algorithm O(EV)

/\* it takes a directed graph as input, where each edge has a weight associated with it.

The goal is to find a subset of edges that form a spanning arborescence

(a rooted tree that spans all vertices) with the minimum total weight,

starting from a designated root node.

\*/

vector<array<int, 3>> edges;

ll ZhuLiu(int n, int m, int root) {

ll ans = 0;

vector<int> in(n + 1), id(n + 1), vis(n + 1), par(n + 1);

const int INF = 1e8;

while (true) {

for (int i = 1; i <= n; i++) {

in[i] = INF, id[i] = vis[i] = -1;

}

for (int i = 0; i < m; i++) {

int u = edges[i][1], v = edges[i][2], c = edges[i][0];

if (u != v && c < in[v]) {

in[v] = c, par[v] = u;

}

}

for (int i = 1; i <= n; i++) {

if (i != root && in[i] == INF) return -1;

}

in[root] = 0;

int x = 0;

for (int i = 1; i <= n; i++) {

ans += in[i];

int v = i;

while (v != root && id[v] == -1 && vis[v] != i)

vis[v] = i, v = par[v];

if (v != root && id[v] == -1) {

id[v] = ++x;

for (int u = par[v]; u != v; u = par[u]) id[u] = x;

}

}

if (x == 0) break;

for (int i = 1; i <= n; i++) {

if (id[i] == -1) id[i] = ++x;

}

int i = 0;

while (i < m) {

int u = edges[i][1], v = edges[i][2];

edges[i][1] = id[u], edges[i][2] = id[v];

if (u != v) edges[i++][0] -= in[v];

else swap(edges[i], edges[--m]);

}

n = x;

root = id[root];

}

return ans;

}

## Ford-Fulkerson Max-flow O(E \* F)

const int INF = 2e9;

struct Ford\_Fulkerson {

struct edge {

int to, rev;

int cap;

bool d;

edge() {}

edge(int \_to, int \_rev, int \_cap, bool \_d) {

to = \_to, rev = \_rev, cap = \_cap, d = \_d;

}

};

int n;

vector<vector<edge>> adj;

Ford\_Fulkerson(int \_n) {

n = \_n, adj.resize(n);

}

void addEdge(int from, int to, int cap) {

int id1 = adj[from].size();

int id2 = adj[to].size();

adj[from].push\_back(edge(to, id2, cap, 1));

adj[to].push\_back(edge(from, id1, 0, 0));

}

int maxFlow(int s, int t) {

int flow = 0;

while (true) {

vector<int> m(n, INF);

vector<int> pv(n, -1), pe(n, -1);

vector<bool> used(n, false);

queue<int> q;

q.push(s);

used[s] = true;

while (!q.empty()) {

int u = q.front();

q.pop();

int cnt = adj[u].size();

for (int i = 0; i < cnt; i++) {

int v = adj[u][i].to;

int cap = adj[u][i].cap;

if (!used[v] && cap > 0) {

used[v] = true;

m[v] = min(m[u], cap);

pv[v] = u, pe[v] = i;

q.push(v);

}

}

}

if (!used[t]) break;

int f = m[t];

for (int i = t; i != s; i = pv[i]) {

adj[pv[i]][pe[i]].cap -= f;

adj[i][adj[pv[i]][pe[i]].rev].cap += f;

}

flow += f;

}

return flow;

}

};

## Dinic Max-flow (um\_nik) O(V2 E)

struct Dinic {

struct Edge {

int from, to;

ll cap;

Edge() {}

Edge(int \_from, int \_to, ll \_cap) {

from = \_from, to = \_to, cap = \_cap;

}

};

const ll INF = 1e18;

vector<Edge> edges;

vector<vector<int>> adj;

int E;

int n, s, t;

ll maxFlow;

vector<int> dis, idx;

Dinic(int \_n) {

n = \_n, E = 0, maxFlow = 0;

adj.resize(n);

}

void addEdge(int v, int to, ll cap) {

adj[v].push\_back(E++);

edges.emplace\_back(Edge(v, to, cap));

adj[to].push\_back(E++);

edges.emplace\_back(Edge(to, v, 0));

}

bool bfs() {

dis.resize(n);

fill(dis.begin(), dis.end(), -1);

queue<int> q;

dis[s] = 0, q.push(s);

while (!q.empty()) {

int u = q.front();

q.pop();

for (int id : adj[u]) {

Edge e = edges[id];

int v = e.to;

if (e.cap > 0 && dis[v] == -1)

dis[v] = dis[u] + 1, q.push(v);

}

}

return ~dis[t];

}

ll dfs(int u, ll flow) {

if (u == t || flow == 0) return flow;

ll res = 0;

for (int& i = idx[u]; i < adj[u].size(); i++) {

int id = adj[u][i];

Edge e = edges[id];

int to = e.to;

if (dis[to] != dis[u] + 1) continue;

ll df = dfs(to, min(flow, e.cap));

flow -= df, res += df;

edges[id].cap -= df, edges[id ^ 1].cap += df;

if (flow == 0) return res;

}

return res;

}

ll Flow(int \_s, int \_t) {

s = \_s, t = \_t;

idx.resize(n);

maxFlow = 0;

while (bfs()) {

fill(idx.begin(), idx.end(), 0);

maxFlow += dfs(s, INF);

}

return maxFlow;

}

};

## Max-flow min-cost

const int N = 500;

int n, src, sink;

int flow[N][N];

int cost[N][N];

pair<int, int> belleman\_ford()

{

vector<int> d(n, 1e9);

d[src] = 0;

vector<int> par(n);

while (1)

{

bool any = 0;

for (int i = 0; i < n; i++)

{

for (int j = 0; j < n; j++)

{

if (i == j or !flow[i][j])

continue;

if (d[j] > d[i] + cost[i][j])

{

d[j] = d[i] + cost[i][j];

par[j] = i;

any = 1;

}

}

}

if (!any)

break;

}

if (d[sink] == 1e9)

return { 0, 0 };

int node = sink;

int mn = 1e9;

while (node)

{

int p = par[node];

mn = min(mn, flow[p][node]);

node = p;

}

int ret = 0;

node = sink;

while (node)

{

int p = par[node];

flow[p][node] -= mn;

flow[node][p] += mn;

ret += mn \* cost[p][node];

node = p;

}

return { mn, ret };

}

pair<int, int> fl()

{

int curfl = 0;

int cost = 0;

while (true)

{

auto f = belleman\_ford();

if (!f.first)

break;

curfl += f.first;

cost += f.second;

}

return {curfl, cost};

}

MATH HELPER:  
class MathHelper {

public:

vector<int>fact, inv, power;

const int MOD = N;

int n;

MathHelper(int n) {

fact.resize(n + 5);

inv.resize(n + 5);

this->n = n;

power.resize(n + 5);

pre();

}

void pre() {

fact[0] = power[0] = 1;

inv[0] = Inv(fact[0]);

int pw = 1;

for (int i = 1; i <= n; i++) {

fact[i] = mul(i, fact[i - 1]);

inv[i] = Inv(fact[i]);

pw = mul(pw, 10);

power[i] = add(power[i - 1], pw);

}

}

int add(int a, int b) {

a += MOD;

b += MOD;

return ((a % MOD) + (b % MOD)) % MOD;

}

int mul(int a, int b) {

return ((a % MOD) \* (b % MOD)) % MOD;

}

int Exp(int base, int pw) {

int ret = 1;

while (pw > 0) {

if (pw & 1LL)ret = mul(ret, base);

base = mul(base, base);

pw /= 2;

}

return ret;

}

int gcd(int a, int b) { if (b == 0) return a; return gcd(b, a % b); }

int lcm(int a, int b) { return (a \* b) / gcd(a, b); }

int Inv(int n) {

//assert(gcd(n, MOD) == 1);

return Exp(n, MOD - 2);

}

int nCr(int n, int r) {

// !n / !r\*!(n-r)

if (n < r)return 0;

return mul(fact[n], mul(inv[r], inv[n - r]));

}

int nPr(int n, int r) {

return mul(fact[n], inv[n - r]);

}

};

N(n+1)(2N+1)/6

Area of the Intersection of Two Circles :

No overlap: d≥r1​+r2​ → area = 0

One circle entirely inside the other: d≤∣r1​−r2​∣ → area = area of the smaller circle

else:

r12​cos−1(​d2+r12​−r22​​ / 2d\*r1) +

r22​cos−1(​d2+r22​−r12​​ / 2d\*r2) - 1/2\*sqrt​((−d+r1​+r2​)(d+r1​−r2​)(d−r1​+r2​)(d+r1​+r2​))​

PI = 3.14159265359

cos-1 in C++ → acosl();