Abstract

One of new challenges of our daily activity, is how to deal with uprising amount of unclassified and erratic data, to search through high volume of data, in order to point to specific category of data. Traditional statistical approach for analyzing, organizing and identifying categories among large volume of data has computational barriers and is a time-consuming task. Modern technology and solutions are applied on spatial data with the purpose of extracting knowledge autonomously. Advanced data mining techniques are potential candidates to reduce risk of being involved with dizzy, gloaming unclassified information which are proliferated increasingly. One of the unsupervised techniques to classification problem is clustering mechanism leveraging many aspect of big-data analysis. this paper presents a new approach of clustering technique with definition of new hybrid model outperform classic methods of clustering such as partitioned or hierarchical algorithms. It uses the systematic cooperation of two popular clustering algorithms: the AGlomerative NEStive (AGNES), as a hierarchical clustering method and κ-means, as a partitional clustering method. It inherits the aspects of two approaches: *low time complexity and closest relative neighbors’* mechanism in k-means and AGNES algorithms, respectively. The proposed method expects to be faster and more accurate than two classic methods. The paper evaluate the result using several popular evaluation criteria indicated in the evaluation section. The result reveals that the proposed algorithm performs faster with a higher quality of clusters regarding to inherited merits from parents (k-means, AGNES).

1. **Introduction**

With subtle growth in tendency among researchers to carry out data mining techniques on different type of data (Medicines, Geographical or Weather-related data), knowledge discovery is considered to be needed more frequently ever before. KDD[[1]](#footnote-1) is the higher level process of obtaining facts through data mining and distilling this information into knowledge or ideas and beliefs about the mini-world described by the data. This generally requires a human-level intelligence to guide the process and interpret the results based on pre-existing knowledge[1]. Exiting methods for exploratory spatial analysis and spatial datamining span across three main categories: computational, statistical, and visual approaches[2]. The paper subjects mainly on first category of spatial analysis. Computational approaches which resort to computer algorithms to search large volume of data in order to find specific type of patterns such as spatial clusters[3], spatial association rules[4] and spatial outliers[5].

In general, computational methods are able to search for structures in large datasets with great efficiency but lack the ability to interpret and attach meaning to patterns[2].Statistical methods are rigorous and verifiable but often assume a priorimodel which has been roughly predetermined by the analyzer[2]. Visualization techniques in spatial analysis is………. (source should indicates the topic)

This paper organized around topics to propose a solution in computational aspect of spatial analysis. Computational methods are able to search for structures in large datasets with great efficiency but lack the ability to interpret and attach meaning to patterns[2]. Presenting an effective method in order to cluster spatial data which are gathered from diverse sources is a challenging task. Employing clustering methods in order to discover related data in spatial analysis is a main purpose of our study. The proposed method utilizes a systematic hybrid approach by combining AGNES as a hierarchical and K-means as a partitional clustering algorithms. The paper will cover both the new proposed algorithm, and its function in crime incidents’ location data as spatial analysis. The case study assess clustering approach in different type of dataset…. (Crimes location data, weather data, or diabetes data) … Eventually, the method has been tested and evaluated through using different types of data (spatial data). Different types of data are selected in order to assess the accuracy and quality of the new proposed method.

The paper is consisted of several major sections. Section 2 is dedicated to discuss on background theories, related works and also recent researches around this subject. Next section (3) explains about the proposed hybrid clustering methods named HAK, its overall procedure and the parameters which effects the algorithm to output better results. Section 4,a discusses about clustering methods applied on spatial data (to classify them without supervise), in this section other types of dataset are utilized in order to justify the accuracy, validity and commensurate computational cost of our proposed algorithm. In section 6, some of the most popular evaluation criteria (Fisher’s separability criterion and minimum Total Distance), Davis Bolden, Silhouette coefficient, and other criteria are introduced, after which the proposed hybrid technique is evaluated on the basis of those criteria. The last section concludes our work and explains about possibilities and ideas to be done later.

1. **Literature Review**

**2.1) Clustering**

Cluster analysis or clustering is a task of assigning a set of objects into groups (called clusters) so that the object in the same cluster are more similar to each other base on selected features than to those on other clusters [6]. Comparison between different clustering methods, have been performed in order to present the quality, accuracy and efficiency of one algorithm comparing with other methods.

**2.2) Clustering Major Categories**

The major categories of clustering are partitioned clustering, hierarchical clustering, density based clustering and … we focus on the two most popular categories of clustering because each of them has some specific features. In partitioning clustering method, the partitions of cluster is selected and each member is assigned to a partition with lowest distance metrics. Example of partitioning algorithms are k-means, clustering (MacQueen 1967), k-medoid clustering, genetic k-means algorithm (GKA), Self-Organizing Map (SOM) and also graph-theoretical methods (CLICK, CAST).

One of the rigorous advantage of k-mean or other partitioned clustering methods is its lowest time complexity that is inherited from its preselected candidates (mean, mode or centroids) natures. Therefore, algorithms of this category are fast and are comfortable for high dimensional and large scale datasets due to low time cost allocated to clustering. On the other hand, hierarchical clustering, are more precise and clustered generated from this category are well-clustered. However, due to computation cost of calculating distances between members in different hierarchies. In this paper, we focus on two naïve algorithm of k-mean and accumulative hierarchical clustering, which merits main characters inherited from both approaches.

According to the paper [7??], k-means clustering requires a specified number of clusters in advance. It needs initial centroids to be selected, randomly. K-means is also sensitive to outliers. Randomly selecting initial start point might affects the quality of output clusters. Therefore, much iteration must be performed of the entire clustering process in order to identify best fitted-clusters [reference] (Shin et al, in preparation). On the other hand, hierarchical clustering cannot well-cluster data with similar pattern. When the size of clusters becomes larger, the cluster actual expression patterns become less relevant. Hierarchical clustering uses dendrogram that provides an easy understanding of the data but it decrease the quality of clusters as more quantity of data is increased.

**2.3) K-Means Initialization Issue:**

**K-Means is extremely sensitive to cluster center initialization**
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