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|  |
| --- |
| 1. 本课题的目的及研究意义 |
| **研究目的**：  图像传感设备在过去十年取得了重大进步，并在各种学科中得到越来越多的应用。使用彩色数字摄像设备进行实时监控已经成为保障公共空间安全、犯罪取证、交通疏导的重要手段。基于彩色摄像设备实现的人类的动作和行为识别技术已经被广泛应用于日常生活和各个应用领域：从行为监视，视频分析，人机交互[7]，到辅助生活，健康监控，危险行为预警等相关技术[6]。但是这其中的视频监控技术却不具备分析行为的能力，在无人工参与的条件下一般只能作为事故发生后的证据。  从诸如彩色相机，深度相机，距离传感器，可穿戴惯性传感器或其他类型传感器中获取相关体感数据[8]，尤其是低成本的深度传感器，进而利用这些数据进行人体动作和行为识别和分析，为实现无人工参与的监控技术提供了无限可能。  为了保障某种特定工作人员人身安全和工作顺利进行，避免威胁员工人身安全的突发行为，如工人突然晕倒、群体打架斗殴、特大灾害的发生，实时监控技术就显得尤为重要。而实时监控技术需要投入大量的人力物力，同时需要监控工作者大量重复简单而枯燥的工作，与当下人工智能和计算机视觉技术飞速发展的时代显得十分矛盾。  **研究意义：**  本课题列举和比较了现有动作和行为识别技术，通过现有的动作识别方法评价体系，系统地总结了当前这些技术的优点和存在的问题。在探讨各技术的适应场景后，提出了未来人类行为识别研究的特点和方向。 |
| 2．本课题的国内外的研究现状 |
| **原始图像类型及其优劣势**：   1. 彩色图像代表技术及其劣势   基于传统彩色传感器的动作识别方法主要有：时空体积、时空特征和轨迹，它们被广泛用于视频序列中的人体动作识别。如[9]中，局部特征与支持向量机分类器的结合，证明了可以通过度量局部特征实现动作识别。在[10]中提供了一种对噪声和姿势变化具有更强鲁棒性的算法，这种算法使用空时空特征点（单张图像上的局部特征）来表征行为。为了降低动作分类结果对背景杂乱，遮挡和比例变化的敏感度，[11]中介绍了直接运动识别方法：使用时空特征包(BoF) ，判断人体运动特征（判断局部图像块的运动如何进行），而不是通过恢复人的身体二维模型或三维模型，以其局部结构特征实现动作分类。动态能量图像(MEI) 和运动历史图像(MHI) 在[12]中作为运动模板被引入，以模拟已知的视频中人类行为的空间和时间特征，从而进行动作匹配。这些方法都基于强度或基于颜色，因此也具有相同的缺点，即：识别结果对照明变化的敏感性，限制了识别稳健性 。   1. 深度图像特点及其优势   虽然基于彩色图像的人类动作识别技术作为模式识别和计算机视觉研究的重要组成部分仍在持续发展，但识别性能正在受到各种挑战。除去上一段中所介绍的，动作识别面临的挑战还有例如遮挡，摄像机位置，执行动作中的主体变化，背景杂乱等[8]因素影响识别结果。实际上，除此之外，使用者或研究者还需要拥有大量的硬件资源才能运行计算密集型图像处理和计算机视觉算法，并且还需要处理传统图像中缺少3D动作数据的问题。  深度相机被大量应用于人体动作识别及其相关领域。基于深度图像的动作识别技术的研究方向主要是人体姿态和手势信息提取与识别等，如基于Kinect深度传感器信息的手势检测和识别技术[1]，为人机交互提供了新的方法和思考。在手势识别和动作识别技术逐渐成熟并广泛运用于人们日常生活中后，基于Kinect传感器的人体动作识别技术开始出现[2][3]。与此同时，识别和分析生物行为信息的技术也开始逐渐发展，如：针对小型动物的行为识别和分析系统[4]；利用Kinect深度传感器得到的深度图像，对猪群的攻击行为进行检测和辨别[5]；以及对老年人日常生活的深度图像进行分析，从而发现他们身体功能恶化的早期迹象，从而对可能产生的疾病进行预测[6]。利用深度传感器提取的深度图像，可以解决传统RGB图像中缺失的3D动作数据，也因此具备可以更加精确识别人体动作的潜能。  **动作的表示方法：**   1. 动作的骨架关节表示方法   利用在[13]中的从单个深度图像快速准确地预测身体关节的空间位置的方法，提取出由关节点构成的人体骨架，并利用以关节位置差异作为特征提取出姿态信息、姿态运动信息，然后使用朴素贝叶斯最邻近分类器[14]进行动作分类是最为简单的方法。在结合两个人之间的距离和相对位置后，利用动作森林模型[2]，可以识别两个人的交互行为特征，并且具有更高的整体识别效率和自由度。由于骨架估计的不准确性，这种基于骨架的方法具有局限性。并且，骨架信息在许多应用场合中并不总是可用。在[15]中，使用三维关节位置直方图（Histograms Of 3D Joint, 简称HOJ3D）表示姿势，通过对深度图像序列的每一帧计算三维关节位置直方图并使用隐含狄利克雷分布（Latent Dirichlet Allocation，简称LDA）重新投影，然后聚类成若干个姿势视觉词。人体的静态姿势便由这些姿势视觉词序列构成。由离散隐马尔可夫模型建模分析这些视觉词的时间序列，将其分类为若干已知动作。   1. 动作的三维模型表示方法   在[16]中，将深度图像分别投影到三个坐标平面上，并利用投影图像计算相关的运动能量，组合为深度运动图（Depth Motion Map，简称DMM）。从三个运动图中提取定向梯度柱状图并将其构成的完整时间序列表示动作。  与投影方法将三维图像转变为二维图像的思路不同，将空间划分为若干子空间，并计算落入子空间中的占有体积的特征被称为随机占用模式[17]（Random Occupancy Pattern，简称ROP）。在使用稀疏编码对该特征进行编码后，使用支持向量机对编码系数进行分类，从而实现动作识别。  在ROP特征的基础上，在文献[18]中提出一种新的人体动作特征和一种新的动作识别方法：局部占用模式（Local Occupancy Pattern，简称LOP）和动作类集合模型（Actionlet Ensemble Model），并明确了动作类是关节子集的特征的特定组合。新的动作模型对于特征中的错误更加健壮，并且可以更好地表征动作中的类内变化。   1. 动作的空-时特征表示方法：   由于动作信息往往具有连贯性，因此从连续多帧深度图像获取的动作特征具有更加紧凑的特性。同时，利用滤波技术对连续的动作信息进行滤波可以达到去除噪声的效果，实现更加精确的动作预测。  将特征关节按相同时间尺度组合，作为朴素贝叶斯最邻近分类器（NBNN）的输入实现动作分类是最为简单的方法。对ROP特征进行稀疏编码，其编码系数按时间顺序组合后，使用支持向量机的实现动作识别[18]。空-时占用模式（Space-Time Occupancy Pattern，简称STOP）[19]也与之类似，但他们略有不同。STOP特征使用相同尺寸的测量空-时体积。 |
| 3. 本课题的研究内容 |
| 本论文的主要研究内容分为以下几个方面：   1. 简要介绍基于深度图像的动作特征   简要介绍当前主流文献中使用动作特征的发展过程。通过详细论述各种动作特征的计算方法，讨论其在各种具有噪声、遮挡、背景变换环境下鲁棒性和适用性。本文中将从动作的关节位置特征、动作的三维模型特征、动作的空-时特征以及动作的习得特征，介绍基于深度图像的动作识别方法。   1. 介绍当前动作识别技术评价体系   在介绍当前用于动作识别的深度图像数据集与其包含数据的噪声、遮挡、背景变换环境等特殊性后，本文将使用不同数据集测试同一识别方法的性能，并提供动作识别的评价标准以验证本文提出的关于不同环境下不同识别动作识别方法适用性。   1. 介绍基于不同动作特征的动作识别技术的原理   基于骨架关节特征动作识别方法、基于三维模型特征动作识别方法和基于空-时特征的动作识别方法在工作流程上具有相似性。他们使用不同动作表示方法，包含对深度图像视频序列的单帧处理和多帧处理，并以此为基础，选择不同的分类器对动作样本和动作标签进行拟合的机器学习技术。一般通过机器学习技术实现图像识别的过程如图 2 卷积神经网络的结构图所示，其中包含数据预处理、特征提取、模型训练等。很明显，如果原始训练集中的错误、异常值和噪声（错误测量引入的）太多，系统检测出潜在规律的难度就会变大，性能就会降低，而不相关的特征则会使分类环节变得复杂低效。因此需要在数据预处理阶段进行数据清洗，使用降维算法减少冗余数据。模型训练由分类器实现，本文中所介绍的分类器包含：朴素贝叶斯分类器、随机决策树与随机森林、支持向量机等。    图 1 机器学习图像识别流程  与以上三种方法略有不同，基于学习特征的动作识别方法使用深度卷积神经网络（Convolutional Neural Network，简称CNN），这是一种专为图像识别设计的深度神经网络。典型的深度神经网络有AlexNet，VGG，GoogLeNet，ResNet，和DenseNet[21]等。在深度神经网络处理深度学习任务时，通常使用原始输入上训练和运行模型，而无需先手动提取任何特征。这样做的原因是，对原始输入进行过培训的网络可以学会自己提取这些功能，但与使用预设好的特征相比，它还能够在网络改进时进一步优化特征提取[22]。    图 2 卷积神经网络的结构图  一个典型的深度卷积神经网络如图 2 卷积神经网络的结构图所示，其内部结构表现为多层结构，包含：卷积层、池化层、全连接层、输出层。卷积层和池化层的作用是降低卷积神经网络的复杂性，提取图像识别对象的特征，同时去除原始图像中的噪声。全连接层、输出层则进行分类。 |
| 4. 本课题的实行方案、进度及预期效果 |
| **实行方案**：   1. 深度图像数据集整理   人体动作识别技术的巨大进步得益于各种公用标准测试数据集的建立。从综述文献[20]中引用的14个数据集从所包含的动作类别数、样本数和特性等角度进行了总结，如表 1 深度数据集汇总所示。这些数据集中的绝大多数均采用微软的Kinect相机作为采集工具，它们为各种动作识别算法的性能分析搭建了一个公平的环境，并将继续推动和促进相关研究工作的进一步发展。  表 1 深度数据集汇总   |  |  |  |  | | --- | --- | --- | --- | | 数 据 集 | 类别数 | 样本数 | 特 性 | | CMU MoCap | 144个大类 | 2605 | 目前规模最大的MoCap数据集；没有按照特点的脚本执行动作，而实随机采样执行的动作，类内、类间差异巨大；提供低分辨率的RGB视频和3种格式的关节点数据：tvd，c3d，amc | | HDM05 Mocap | 130 | 2601 | 5个演员，每类动作每个演员执行若干次；类内差异大，每个动作执行实例有10~50次 | | MSR Action3D | 20 | 567 | 10个演员，每类动作每个演员执行2~3次；提供20个关节点的3D坐标数据、深度图像与RGB图像；视频序列为无背景的纯人体运动目标 | | UTKinct Action | 10 | 200 | 10个演员，每类动作每个演员执行2次；提供20个关节点的3D坐标数据 | | UCF Kinect | 16 | 1280 | 16个演员，每类动作每个演员执行5次；提供15个关节点的3D坐标及方向数据 | | MSRC-12 KinectGesture | 12 | 594 | 30个演员，每类动作每个演员执行3次；提供20个关节点的3D坐标及方向数据 | | MSR DailyActivities3D | 16 | 320 | 10个演员；大部分样本涉及到人和物体的交互；捕获的3D关节点坐标受噪声污染严重 | | Florence 3D Action | 9 | 215 | 10个演员，每类动作每个演员执行3次；动作相似性大，包含人与物体的交互，同类动作具有不同的执行方式 | | MSR Gesture3D | 12 | 336 | 10个演员，每类动作每个演员执行2~3次；提供深度图像与RGB图像，样本存在相当普遍的自遮挡 | | ACT4 Dataset | 12 | 6844 | 24个演员，由4个相机从不同视角采集日生活活动视频；提供深度图像与RGB图像 | | RGBD-HuDaAct | 12 | 1189 | 30个演员，每类动作每个演员执行2~4次；提供深度图像与RGB图像，样本中混有随机背景动作 | | MSR ActionPairs | 6 | 180 | 10个演员，每类动作每个演员执行3次；每个动作对有相似的运动和形状 | | UWA3D Multiview Activity | 30 | 720 | 10个演员，每类动作每个演员执行2~3次；存在自遮挡和高度相似性；具有视角和尺度变化；提供关节点的3D坐标数据、深度图像、深度的前景分割图像与RGB图像 | | CAD-60 | 12 | 60 | 4个演员，在5个不同的场景中执行动作；提供15个关节点的3D坐标数据、深度图像与RGB图像 |  1. 多种方法的评价   对不同的动作识别方法分别采用跨目标测试和交叉验证的方法，得出其对应的识别率。跨目标测试的思想是：训练样本与测试样本分别来自不同演员执行的动作序列。即使是同类型的动作，由于个体在执行时的差异性，往往使得采集的样本具有较大的类内方差。该类验证机制可以有效评估算法的泛化性能和鲁棒性。交叉验证是用来验证分类器性能的一种常用统计分析方法，基本思想是按照一定的划分方式将原始数据集进行分组，一部分作为训练集，另一部分作为验证集。首先用训练集对分类器进行训练，再利用验证集来测试训练得到的模型，以此来作为评价分类器的性能指标。  同时，在一些较特殊的数据集上测试其对不同背景、自遮挡、噪声的敏感程度，如：RGBD-HuDaAct、MSR DailyActivities3D等。   1. 总结   总结当前技术存在的问题，并提出在未来的研究工作中，一方面要从深度和骨架数据中设计更具判别力和紧致的特征来描述人体动作，另一方面是拓展当前已有的方法来应对更加复杂的人体动作，如交互活动和群体活动等。具体来说，将涉及到在交互动作与群体活动识别、多视角与跨视角动作识别、低延时动作识别等问题。  **进度安排：**   |  |  | | --- | --- | | 1. 2019.2-2019.3 | 机器学习与深度图像处理等相关文献的研读 | | 1. 2019.3-2019.4 | 搜集不同数据集，研究动作识别技术的评价体系 | | 1. 2019.4-2019.5 | 对多个动作识别方法实现并测试 | | 1. 2019.5- | 毕业论文的撰写与答辩 |   **预期效果：**  实现对动作识别方法的评价系统，并通过此评价系统对测试结果进行可视化，以便对不同方法的优缺点及适用环境进行评价和总结。 |
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| 指导教师意见 |
| 该课题具有重要的理论研究价值和实际应用价值。课题调研方向清晰合理，能够概括总结典型的解决思路以及代表性方法，参考文献比较全面，可多增加2018、2019最新研究工作。文字组织上仍需要加强逻辑性，做到贯通流畅，同时应该注重实验分析与验证，完善论文。  指导教师：宋凤义  2019年2月27日 |
| 院（系）审查意见 |
| 同意开题。  学院领导（公章）：  2019年3月1日 |