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1. **题目1**

设

当时，

所以有

利用定理1，可将，，，，带入得

所有有

所以的渐进复杂性为

1. **题目2**

**（1）**

给定一张无向连通图，其中代表顶点，代表顶点之间的边，假设图中共有个顶点，条边。

使用prim算法构建最小生成树的时间复杂度可以表示为

使用kruskal算法构建最小生成树的时间复杂度可以表示为

直观看出，当较小，即边比较稀疏，我们更应该使用kruskal算法，相反对于边较为密集的，我们更应该采用prim算法。所以我们可以想如何找到一种自适应算法，让算法能够自适应当前情况选择不同的算法进行处理。

可以将已经创建的最小生成树抽象为一个点，将与局部的最小生成树的点相连的边从总的边集去掉，然后维护剩下的点集和边集。

对于当前的点集和边集我们可以重新衡量当前的图是“稀疏图”还是“稠密图”，即比较和的大小。

当，即为稠密图，则可以使用prim算法，反之使用kruskal算法。

**（2）**

没有一种单独的算法是能够完美高效的解决所有问题，要充分了解数据特征，否则我们认为最优的算法也有可能跑到最差的效率。对于当前算法来说，集成的算法集成了两种算法的优点，并且集成的算法可以对于每一种情况找到适合当前数据的较优的算法。

所以，根据效率选择算法才是最为科学的做法。

1. **题目3**

**正确性：**

首先，手算当，，时的情况。

当；程序输出：1；数组

当；程序输出：12，21；数组

当；程序输出：123，213，312，132，231，321；数组

即，当时，符合我们的预期，当为奇数，执行完程序后数组不变，当为偶数，执行完后数组循环右移一位。

利用数学归纳法，因为时，算法成立，所以假设当

为偶数时，假设当时，算法成立；则可以看出，算法首先输出数组前个元素全排列（即）和数组最后一个元素，并且输出完毕后，前个元素位置不变化。之后，因为为偶数，所以不断交换和元素并输出它们的全排列和数组最后一个元素。由此，当为偶数时算法成立。

为奇数时，假设当时，算法成立；则可以看出，算法首先输出数组前个元素全排列（即）和数组最后一个元素，并且输出完毕后，前个元素位置循环右移一位。之后，因为为奇数，所以不断交换和元素并输出它们的全排列和数组最后一个元素。由此，当为奇数时算法成立。

到此可得，算法HeapPermute(n)是正确的。

**时间效率：**

当时，

当时，可以递归地表示成

所以，时间复杂度为：

1. **题目4**

将当前个实数划分为2部分，分别为，

然后分别求出两个区间的最小值进行比价，取较小的作为整体最小值。

**伪代码：**

getMinPos(A, s, e)

// 实现求数组中的最小元素的位置

// 输入：包含个实数的数组，数组开始搜索位置，数组结束搜索位置，

// 输出：数组中的最小元素的位置

if s=e then

//当搜索元素只有1个时，直接返回

return s

end

//mid表示将数组划分的中间分隔点

mid

// 分别求取数组被划分的两部分最小值位置

p1 getMinPos(A, s, mid)

p2 getMinPos(A, mid+1, e)

// 通过比较，找到最小值的位置

if A[p1]<A[p2] then

return p1

end

return p2

**时间效率：**

当时，假设，则有

因为蛮力算法的时间复杂度为，所以减治算法的时间效率不如蛮力算法，并且，减治算法所用空间也大于蛮力算法。

1. **题目5**

约瑟夫斯问题的非递推公式如下：

已知，（即隔1人杀1人）时，有递推式如下：

，为偶数

，为奇数

当，非递推公式证明如下：

当，

当（为偶数），假设当时等式成立，有

等式成立

当（为奇数），假设当时等式成立，有

等式成立

综上所诉，非递推公式成立。