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| **研究内容简介**   * 选题背景   互联网从早期的信息互联已经发展到了信息爆炸的阶段，网络数据的形式在不再单一化，如今网络数据的呈现形式丰富多样，包括文本、视频、音频、图像等，这些数据包含着大量信息且蕴含着巨大的价值。其中文本数据非常常见且数据量巨大，各种网络媒体、自媒体、公众号、个人社交账号每天都在产生大量文本数据，这些数据以互联网为媒介传递，影响到每一个人的生活。为了更好的获取网络文本信息，搜索引擎技术应运而生，早期的搜索引擎通过检索用户输入的关键词，返回网页数据。随着计算机科学技术的不断发展以及用户需求的不断改变，搜索引擎技术也逐步更新。时至今日，网络文本数据越来越复杂，获取非结构化数据已经不再能满足用户的需求，例如，用户想要获取某新闻信息，用户更希望获得结构化数据，如该新闻的主要事件信息、主要人物信息等，这些信息是无法直接从非结构化文本中获得的，需要从非结构化文本中获取结构化信息。如何快速有效的从海量互联网新闻文本中获得我们需要的结构化信息成为了一个新的挑战和需求。  为了应对这一问题，近些年来工业界和学术界的广大学者对信息抽取技术展开大量研究，其中实体关系抽取(Entity Relation Extraction,简称RE)技术是信息抽取技术中的一个子任务，该任务定义为：给定文本，从文本中识别出实体，抽取实体间的语义关系，输出实体关系三元组（实体-关系-实体）。比如，给定一个句子‘日本地震引发了海啸’，‘地震’和‘海啸’是该句子的两个实体，它们之间存在因果关系，从该句子中可以抽取出‘地震-因果-海啸’三元组。通过关系抽取，可以将非结构化的文本信息转化成结构化的三元组信息，这种结构化信息过滤掉了原始非结构化文本中的大量冗余重复信息，为上层应用提供了数据基础。  实体关系抽取任务在1998年消息理解会议[1]（Message Understanding Conference，MUC）被首次提出。1999年，美国标准技术研究院( Nationalinstitutof Standards and Technology， NIST) 组织了自动内容抽取[2]( Automatic Content Extraction，ACE)评测，将实体关系抽取任务作为一项重要评测任务，且扩充了语料集。ACE 2005提供了多语种语料库包含英语、阿拉伯语和汉语，数据由实体、关系、事件组成，其中定义了7大类实体关系，每个大类又分为若干子类，共计17种关系。  SemEval[3](semantic evaluation)会议是继 MUC、ACE 后信息抽取领域又一重要评测会议， SemEval-2010 评测任务 8对关系抽取语料进行了丰富和完善，MUC、ACE 评测会议语料包含的关系种类具有局限性，SemEval-2010 Task 8将实体关系类型扩充到 9 种，分别是: Component-Whole、Instrument-Agency、Member-Collection、Cause-Effect、Entity-Destination、Content-Container、Message-Topic、Product-Producer 和 Entity-Origin，并且考虑到句子实例中实体对的先后顺序问题，引入“Other”类描述不属于前述关系类型的实体关系，共包含19种实体关系。SemEval-2010 Task 8对关系抽取任务的推进和发展有着重大影响，至今仍有大量学者在使用该数据集研究关系抽取模型。  ACE 2005和SemEval 2010 Task 8都是有监督训练数据集，需要大量人工标注数据。随着知识库的发展，为了减少标注数据带来的巨大人力消耗，Mintz et al[4](2009)提出了远程监督学习（Distant Supervised Learning）的方法用于生成大量数据。利用远程知识库如Freebase，如果知识库中的实体对存在某种关系，则认为包含该实体对的所有文本都存在这种关系。由于这种方法所带来的噪声过大，Riedel et al.[5]将问题建模为多示例学习问题，构造了NYT数据集，该数据集基于纽约时报语料和Freebase数据库，包含53种关系。这种方法虽然能获得大量训练数据，但是显然基于这种方法得到的数据含有大量噪声，如何降低噪声的影响成为了关系抽取的一个难点。  随着机器学习技术和自然语言处理技术的发展，这些方法也应用在实体关系抽取技术中。有监督机器学习方法主要包括基于特征和基于核函数的方法。Kambhatla,Suchanek[6,7]等主要采用了基于特征的方法，利用文本中的词法、语法信息（如语法树）作为特征，构造特征向量进行关系抽取模型训练。基于特征的方法受限于文本的语法、语义特征信息，这些特征选择的好坏直接影响模型的性能。Qian, Giuliano[8,9]等主要采用了基于核函数的方法，这种方法受到核函数的形式和参数影响，且模型训练时间较长。  由于有监督学习需要大量有人工标注的训练数据，Brin[10]率先提出了基于Bootstrapping的半监督实体关系抽取方法。该方法需要先筛选一些关系三元组作为种子，通过包含关系种子的上下文发现实体关系三元组，通过质量评估后加入到关系种子集合，不断迭代更新，从而达到扩充数据集的效果。这种方法需要人为筛选出初始种子，且需要高质量、覆盖范围广的种子。随着Freebase等知识库的建立和远程监督学习方法的提出，研究者将注意力转移到了如何做好远程监督学习的方向上。  近些年来，随着深度学习技术的成熟，神经网络模型被广泛应用到关系抽取领域。对有监督学习和远程监督学习的关系抽取技术都产生了深远影响。在有监督学习方面，Liu[11]率先使用了卷积神经网络（CNN）模型来进行关系抽取，利用CNN得到的词法特征进行分类。Zeng[12]在CNN的基础上提出利用实体位置特征信息，将词法级别信息和句子级别信息结合进行关系抽取。Santos[13]在Zeng的基础上提出了ranking-loss，不再使用传统的交叉熵作为损失函数。Zhang[14]考虑到对长依赖句子信息抽取不适用CNN，提出了使用循环神经网络（RNN）用于关系抽取，Zhou[15]在此基础上提出了BiLSTM结合注意力机制，取得了较大的提升。随后Wang[16]将注意力机制应用到CNN模型上，提出了基于CNN模型的多层级注意力机制。Cai[17]受RNN启发提出了循环卷积神经网络RCNN。  在远程监督学习方面，由于远程监督学习受噪声影响，不适合直接使用有监督学习的方法，Zeng[18]提出了PCNN（Piecewise-CNN），将句子特征分为三部分，分段卷积提取特征。Lin[19]提出了PCNN-ATT模型，在PCNN的基础上引入了注意力机制用于过滤远程监督带来的噪声影响，随后Lin[20]又提出多语言关系抽取模型MNRE，利用多语言关系数据表达一致的特性，结合中英文两种语料进行关系抽取。Xiong[21]首次提出远程监督学习具有长尾效应，很多关系的三元组数据过少，现有模型对于这部分关系的学习不充分，提出了小样本学习（Few-shot learning），利用少量训练样本进行关系抽取。  生成对抗网络（Generative Adversarial Networks,GAN）也是近些年深度学习技术中常用的一种模型，该模型由Goodfellow[22]提出，包括一个生成模型和一个判别模型，生成模型具有生成数据的能力，判别模型具有对抗噪声的能力，在图像领域有广泛的应用，如图像生成、图像修复、视频还原等。近些年来，GAN网络和对抗训练的思想也被用于NLP领域，Miyato[23]提出了将GAN用于文本分类问题，Yu[24]将GAN用于文本序列生成问题上，利用GAN网络中的生成模型生成序列化文本，Wu[25]通过在词嵌入上添加随机噪声，提出了基于对抗训练的关系抽取模型，冯冲[26]等利用对抗训练针对因果关系的进行抽取。Qin[27]，Han[28]等将对抗训练用于远程监督学习的关系抽取模型中，利用对抗训练学习的方法提高了关系抽取模型抗噪声的能力。Wang[29]等将对抗训练用于事件检测任务，训练得到的生成模型能够从原始数据中发现有效的训练数据用于事件检测任务中，证明了生成对抗网络具有扩充训练数据集的能力。   * 研究内容   目前关于对抗训练用于关系抽取领域的研究还不够全面，主要存在以下问题：  1）Wu[25],Qin[27],Han[28]等提出的基于对抗训练的关系抽取模型旨在利用添加随机噪声提高关系抽取模型的抗噪声能力，主要提升了关系抽取模型的分类性能，并没有利用生成模型能够生成数据扩充训练数据集的能力。对于关系抽取任务，有监督学习受限于标注数据集样本过少，而远程监督学习存在长尾问题和关系样本不均衡等问题，通过GAN网络训练一个有效的生成模型，利用生成模型的特点，可以实现自动标注数据集的功能，从而达到扩充训练数据的效果。  2）在以往的对抗训练过程中，主要通过在词嵌入层添加随机噪声，没有利用真实文本噪声数据来进行对抗训练，在词嵌入层添加噪声主要针对词向量层进行抗噪声训练，没有对关系抽取模型整体进行抗噪声训练，可以通过直接使用真实文本噪声数据训练判别模型，进一步提高模型整体的抗噪声能力。  3）对于文本特征标识，现有的方法主要通过文本词向量和位置信息表示文本特征，进而利用神经网络深入挖掘文本语义信息，这种方法利用到的文本特征不够全面，文本的语法特征、词性特征、实体上下文特征等都可以利用，进而充分挖掘文本中实体之间关系。Zhou[15]、Wang[16]等通过注意力机制提升了关系抽取模型的性能，在对抗训练过程中，判别模型也可以利用注意力机制加强判别模型的关系抽取能力。  因此，本课题针对以上问题进行研究，主要针对生成对抗网络的构建、对抗训练过程的实现、生成算法以及文本特征表示这几个部分展开研究，期望训练得到一个有效的生成模型用于生成有效的训练数据和一个判别模型具有良好的关系抽取能力。  1、生成对抗网络及生成算法  生成对抗网络（Generative Adversarial Networks ，GAN）主要由两部分构成：生成模型（Generative Model）和判别模型（Discriminative Model），通过它们的互相博弈学习产生相当好的输出。  判别模型就是通常分类任务里的分类器，原始的GAN模型里判别模型用于判别一张图片是否是真实的，它的输入参数是图片编码，输出D(x)代表图片是真实的概率。生成模型通过输入一个随机噪声z，生成迷惑判别模型的输入数据G(z)，在图像领域里G(z)就是图像的编码。  对抗训练过程：生成模型G的目标是尽量生成真实的图片去迷惑判别模型D，而D的目标是尽量判别出图片是属于真实的图片数据还是G生成的图片数据。通过反复G和D的博弈最终达到平衡，在理想状态下，最终训练结果是G生成的图片数据足以欺骗D，使得D对于G生成的图片数据判别概率为0.5。  基于对抗训练的关系抽取训练算法主要包括两个任务：（1）生成模型和判别模型的定义。GAN在NLP领域的应用不同于在图像领域的应用，文本数据通常是离散的数据难以直接用生成模型生成，且对于多分类任务，判别模型不能仅仅只用来判别生成数据的真实性，因此需要针对具体的NLP任务来定义生成模型和判别模型。（2）对抗训练的过程。由于神经网络的复杂性，对抗训练过程很难达到平衡状态，如何训练得到有效的网络是一个难点，应当选择合适的时机来停止对抗训练。  针对第一个任务，由于文本数据的离散性，用生成模型直接生成文本具有很大的难度，Lanto Yu[24]提出的SeqGAN虽然可以直接生成文本序列，但是该方法生成的文本序列通常没有明确的主题和方向，生成的文本可能不包含足够的实体或者没有明确的关系倾向，因此不适用于关系抽取任务。本课题受Wang[29]利用生成对抗网络进行事件检测的启发，利用半监督学习中bootstrapping的策略，从原始训练数据集中抽取实体关系种子，对网络文本数据中进行自动标注从而获得大量含有噪声的有标注数据，将原始训练数据认为是真实数据集R，将自动标注的数据认为是虚假数据集U。将生成模型设计成一个选择器，对输入U打分，通过设置阈值，当分数超过阈值则认为U足以迷惑判别模型，可以将此数据加入到真实数据集R里。原始的GAN网络里的判别模型是一个二分类模型，用于判别输入数据的真假，这种模型不适用于关系抽取这一多分类任务，Springenberg[30]将GAN网络用于图像多分类任务中，提供了一种多分类判别模型的模型结构。因此本课题的判别模型设计为一个关系分类模型，输入文本数据，抽取实体之间关系，输出该文本中实体关系对应类别的概率。  针对第二个任务，需要分别设计生成模型和判别模型的损失函数，进而定义训练过程。判别模型的损失函数主要由两部分构成，一部分来自于判别真实数据的损失函数，一部分来自于判别虚假数据的损失函数，这部分损失函数可以由多分类任务的交叉熵得到。生成模型的目标是迷惑判别模型，原始GAN网络生成模型损失函数由判别模型得到，本课题的生成模型是一个选择器，需要考虑生成模型的输出，拟采用生成模型的输出结果与判别模型输出概率的乘积作为损失函数。对抗训练过程则采用半监督学习方法，首先用原始训练数据训练判别模型，使其具有分类性能，进而对生成模型和判别模型交替训练，每轮训练完成后都对判别模型进行测试，保留分类性能最好的判别模型则停止训练。  训练结束后便可以利用生成模型对虚假的噪声数据进行判断，通过设置阈值，对于输出结果大于阈值的数据，将其加入到真实训练数据集R中，便可以实现训练数据集的扩充，从而达到生成训练数据的效果。  2、基于分段卷积网络的文本特征表示  关系抽取模型主要由四个层级网络构成：词嵌入层、位置嵌入层 、句子编码层、分类层。其中词嵌入层用于表示输入文本数据，将稀疏的文本数据转化为向量表示，词嵌入方法主要利用word2vec模型在纽约时报数据集上训练得到的词向量；位置嵌入层对句子中每个词相对于实体的位置进行编码，对于文本中的两个实体，考虑每个词相对于实体的相对位置，分别可以得到对实体1和实体2的相对位置信息，通过词嵌入和位置嵌入可以较为充分的表示原始文本，句子编码层主要为神经网络层如PCNN、RNN、BiLSTM等，利用神经网络特性对嵌入表达的文本向量充分挖掘，得到深层语义信息。神经网络的好处在于不需要人为再设计特征抽取方法和手写规则便可以得到具有语义信息的句子编码，进而输入到分类层对实体关系分类实现关系抽取的功能。现有的模型对文本的特征表示集中于词嵌入和位置嵌入，对其它相关语法特征考虑较少，本课题拟针对更丰富的语法特征进行研究，如实体上下文信息、语法依赖结构等。对于词嵌入表示，随着近几年语言模型的发展，在大语料文本数据预训练词向量的应用越来越广泛，word2vec模型训练得到的词向量具有一定的缺点，得到的词向量是固定不变的，没有考虑到词语在不同语境下具有不同的语义信息，Peters[31]提出的ELMO和Devlin[32]提出的BERT都是在丰富语料文本上训练得到的语言模型，其中BERT模型在NLP各个任务上都表现出了其优越的特性，因此本课题将考虑使用多种词嵌入方法。对位置信息考虑更多种计算方法，考虑实体上下文位置信息、相对两个实体的加权位置信息等。对于句子编码层，传统有监督学习方法仅采用CNN、RNN等模型，并没有加入注意力机制，注意机制最初在图像领域中使用，通过引入注意力机制可以影响模型输出结果的倾向，使得模型更关注于任务相关的信息，受远程监督关系抽取中利用注意力机制过滤噪声的启发，本课题考虑将注意力机制引入有监督学习任务下，通过结合注意力机制和更丰富的语法特征信息学习得到性能更好的关系抽取模型。  3、实体关系抽取原型系统  基于上述研究内容，设计并实现实体关系抽取原型系统，系统主要包括数据层，模型层和可视化层。数据层基于图数据库Neo4j进行存储，Neo4j是一种图形数据库，能够存储关系抽取得到的实体-关系-实体三元组，并具有CQL查询语言提供查询功能。模型层由生成对抗网络构成，主要功能为关系文本生成功能和关系抽取功能，关系文本生成功能主要为给定句子文本和其实体对应关系，由生成模型给该文本打分，通过设置阈值决定文本是否能够加入训练集；关系抽取功能为给定文本和实体，抽取实体对之间关系。能够对实时输入文本进行实体关系抽取，并返回抽取结果。可视化层基于Django框架实现，对系统功能和数据库中存储的三元组数据查询功能做可视化展示。   * 关键技术  1. 生成对抗网络模型   生成对抗网络模型如图1所示，主要包括三个部分：编码器、选择器、判别器。  D:\djangohkh\Conference-LaTeX-template_10-17-19\architecture.png  图1 生成对抗网络模型  编码器的作用是将文本转化为低维向量，给定一个句子，编码器E将句子转变为向量x。本文采用BERT+PCNN的方式获取句子向量。其中BERT模型作为词嵌入层，PCNN作为卷积层。  基于BERT的词嵌入层：  Word2vec作为常用词向量模型难以解决一词多义的问题，而在实体关系抽取任务中，对于实体语义的准确表达非常关键，如“乔布斯创办了苹果公司”，其中“苹果”作为一个具有多种含义的实体词语，其对应的词向量应当是不同的，BERT模型很好的解决了一词多义的问题。BERT模型结构如图所示。  PCNN卷积层：  普通的CNN网络难以捕捉到实体之间的结构    选择器即为GAN中的生成网络，在编码器的基础上增加了一个输出层，给定一个含有两个实体的句子和实体间的关系，输出该句子中两个实体关系正确的概率。  判别器即为GAN中的判别网络，在编码器的基础上增加了一个多分类层，给定一个句子，输出该句子中两个实体的所属关系，其中关系类型由训练数据给定。   1. 对抗训练过程   编码器的作用是将文本转化为低维向量，给定一个句子，编码器E将句子转变为向量x。本文采用BERT+PCNN的方式获取句子向量。其中BERT模型作为词嵌入层，PCNN作为卷积层。   * 论文计划   表2 论文计划   |  |  | | --- | --- | | 2019.9－2019.12 | 阅读文献，进行前期调研，论文开题 | | 2020.1－2020.3 | 筛选出值得借鉴的论文并对相关模型进行复现 | | 2020.4－2020.6 | 对抗训练模型设计，并验证效果 | | 2020.7－2020.9 | 实体关系抽取模型设计，并验证效果 | | 2020.10－2021.1 | 整理实验数据，原型系统设计 | | 2021.2－2021.4 | 原型系统实现和论文初稿撰写 | | 2021.4－2021.6 | 论文撰写 |  * 论文进度及目标   截止目前，前四项任务已全部完成，第五项任务完成80%，完成开题计划中应该完成的工作。  本文旨在使用深度学习和传统自然语言处理任务相结合的方法，完成关系抽取算法的实现和系统的设计开发。针对关系抽取中实体一词多义的问题，本文基于BERT模型做词嵌入层，较好的解决了该问题，针对句子特征表示的问题，本文提取了句子中的词特征、实体特征、实体上下文特征以及位置特征，提出了分段卷积神经网络PCNN进行句子编码，充分挖掘了原始文本信息，鉴于如今有监督的关系抽取数据训练样本较少，本文提出了启发式算法，基于训练样本种子发现大量未标注的噪声数据，进行自动化标注，并通过训练生成对抗网络获得一个选择器，用于筛选出自动化标注的噪声数据，将标注正确的句子筛选出来用于扩充训练数据，并解决原始训练数据中样本不均衡的问题。结合以上算法，本文设计实现了基于生成对抗网络的实体关系抽取系统。  论文整体架构及内容如下：  第一章为绪论，主要介绍本论文的研究背景及意义，并通过阅读大量文献归纳国内外研究发展现状，进而提出本论文的研究内容和和组织架构。  第二章为详细介绍关系抽取算法和生成对抗网络，包括不同的关系抽取任务和算法，评价指标等。  第三章为相关技术介绍，主要介绍本论文需要用到的相关技术，包括基于Pytorch的组件研究、实体关系抽取算法的研究、BERT模型的研究，PCNN模型的研究，生成对抗网络模型的研究。  第四章为基于BERT和PCNN的编码器模型实现，以及实验设置和模型效果展示。  第五章为生成对抗网络的研究，以及实验设置和扩充数据集的效果展示。  第六章为基于生成对抗网络的实体关系抽取系统，包括系统需求分析，数据收集方式，各模块设计和系统展示。  第七章为总结与展望，客观地总结在论文的写作、算法实现和系统设计方面主要做的工作，并给出论文的写作、算法实现和系统设计和测试环节中发现的不足之处，并对以后的改进进行展望。  目前，本文已完成对基于生成对抗网络的实体关系抽取算法调研，模型搭建和调优，实验结果分析和系统设计与实现部分。  接下来的时间里，将进一步优化系统；预计在2021年3月前完成论文初稿。并广泛征求老师和同学的建议，对论文进行修改，使论文的整体结构更加合理，论述更加专业化，在2021年5月前完成论文的修改工作，产出最终的毕业论文，并完成毕业答辩各项准备工作。 | | | |
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| **论文进展情况**  **1、工作计划**  本文旨在：研究长文本下的阅读理解模型和多段落阅读理解中候选答案排序模型。对于长文本阅读理解问题，本文提出利用句法依存关系的注意力机制，解决噪声干扰问题。对于多段落阅读理解中候选答案的排序问题，本文提出基于文本蕴含特征和其它文本特征的候选答案排序模型，充分考虑了问题，答案和文章三者之间的关系。融合以上两种算法，本文实现了基于深度学习的多段落阅读理解系统，系统分为阅读理解分析模块和中英文开放域问答模块。具体工作计划和安排如表3所示：  表3具体工作计划和安排   |  |  |  | | --- | --- | --- | | **时间** | **工作内容** | **预期成果** | | 2019.9－2019.12 | 前期调研，确定研究方向与目标, 制订实施方案。 | 了解现有方法的不如，初步确定解决方案 | | 2020.1－2020.3 | 学习Pytorch框架，掌握Pytorch架构及工作原理，熟悉Pytorch的使用，可以搭建模型。 | 能熟练使用Pytorch框架，能够复现论文，搭建模型 | | 2020.4－2020.6 | 数据分析处理和搭建模型，完成整个模型的搭建和调优 | 完成模型编码，并撰写一篇小论文 | | 2020.7－2020.9 | 优化模型 | 优化模型，完成论文撰写 | | 2020.10－2021.1 | 搭建系统 | 发表一篇论文 | | 2021.2－2021.4 | 系统各模块整合测试，提升系统性能 | 完成系统测试 | | 2021.4－2021.6 | 论文终稿撰写，完成答辩材料的准备 | 完成论文终稿和答辩材料 |   **2、实际进展情况**  目前，实际进展情况如表4所示：  表4 实际进展情况   |  |  |  | | --- | --- | --- | | **时间** | **工作成果** | **完成情况** | | 2019.9－2019.12 | 了解现有方法的不如，初步确定解决方案 | **已完成** | | 2020.1－2020.3 | 能熟练使用Pytorch框架，能够复现论文，搭建模型 | **已完成** | | 2020.4－2020.6 | 完成模型编码，并撰写一篇小论文 | **已完成** | | 2020.7－2020.9 | 优化模型，完成论文撰写 | **已完成** | | 2020.10－2021.1 | 发表一篇论文 | 未完成 | | 2021.2－2021.4 | 完成系统测试 | 未完成 | | 2021.4－2021.6 | 完成论文终稿和答辩材料 | 未完成 | |
| **工作成果**   * 已完成的学位论文工作的内容和阶段性成果   Yanhua Yu, Kanghao He, Jie Li.2020. Adversarial Training for Supervised Relation Extraction. Tsinghua Science and Technology.（在投）。  **1、已完成学位论文工作的内容**  本文。  **2、取得的阶段性成果**  **1）数据处理和评估方法研究**  **①数据集描述和处理：**  本文采用SQuAD2.0[21][22], DuReader[23]和DRCD[24]三个数据集对基于BERT和句法依存关系注意力机制的阅读理解模型进行评估。  SQuAD2.0[22]是斯坦福提出的英文阅读理解数据集，数据集统计结果如表6所示。答案都给出了开始位置和结束位置，并且每个问题只有一个对应段落。对于没有答案的问题，数据集还给出了可疑答案。  表6 SQuAD2.0数据集统计结果   |  |  |  | | --- | --- | --- | |  | all | no-answer | | train | 130,319 | 43,498 | | dev | 11,873 | 5,945 | | test | 8,862 | 4,332 |   DuReader[23]是百度提出的中文多段落阅读理解数据集，数据集统计结果如表7所示。其中各个类型的问题和答案的比例如表8所示。在阅读理解实验中，文本只用到其中的golden paragraph和golden answer两个值。  表7 DuReader数据集统计结果   |  |  |  | | --- | --- | --- | | train | dev | test | | 271,574 | 10,000 | 20,000 |   表8 DuReader数据集各个类型的问题和答案的比例    DRCD[24]是一个中文的阅读理解数据集，数据形式和SQuAD1.0类似，即所有问题都是可回答的。数据集统计结果如表9所示。答案都给出了在文中的开始位置和结束位置，并且每个问题只对应一个段落。但是每个段落可能对应多个问题。  表9 DRCD数据集统计结果   |  |  |  | | --- | --- | --- | | train | dev | test | | 26,932 | 3,524 | 3,485 |   三个数据集的对比结果如图4,5所示：    图4 各数据集训练集测试集和验证集数据量对比    图5 各数据集段落平均长度对比  本文采用WebQuestions[25],Quasar-T[26], WikiMovies[27], SQuADopen[21][22]和CuratedTREC[28]五种数据集对基于候选答案对的融合文本蕴含特征和其它文本特征的候选答案排序算法进行验证，数据集对比结果如表10，图6所示。除去Quasa-T和SQuAD数据集外，WebQuestions, WikiMovies和CuratedTREC数据集都没有提供候选段落，因此本文使用[12]对数据集处理后的结果进行试验。处理后的数据集已经进行了文档检索，每个问题有对应的五个分数最高的段落，可以直接用于本文阅读理解和候选答案排序任务。  表10 各数据集训练集和测试集的数量   |  |  |  | | --- | --- | --- | |  | Train | Test | | Quasar-T | 28,496 | 3,000 | | SQuADopen | 71,231 | 10,570 | | WikiMovies | 36,301 | 9,952 | | CuratedTREC | 3,464 | 694 | | WebQuestions | 4,602 | 2,032 |     图6 各数据集训练集和测试集数据量对比  WebQuestions[25]是构建的问答数据集，是从Freebase KB中获取的数据，本文使用[12]对数据进行处理后的版本，即把Freebase-IDs替换成答案。  WikiMovies[27]数据集包含来自电影行业的数千个问答对。它的设计使得所有问题都可以由知识库（即OpenMovie Database）或全文内容（Wikipedia）来回答。  CuratedTREC[28]数据集是来自文本检索会议（TREC）的问答任务数据集。  SQuADopen[21][22]数据集是斯坦福的问答数据集，包含100000个问题-答案-段落三元组，本文用SQuADopen数据集，即忽略了段落信息。  Quasar-T[26]数据集由问答对构成，并通过搜索引擎从ClueWeb09中抓取相关段落。  **②评估方法选择：**阅读理解测评方法可分为两类，分别是针对抽取式阅读理解的评估方法和针对自由回答形式的阅读理解的评估方法。  针对抽取式的阅读理解评估方法有两种，分别是EM(Exact match)和F1 score。  EM评估方法：如果预测答案和正确答案完全相同则为1，否则为0。  F1 score评估方法：计算预测答案和正确答案的平均词语重合程度。预测答案和正确答案都以词袋的方式表示，词级别的F1 score计算公式为：   |  |  | | --- | --- | |  | (22) | |  | (23) | |  | (24) |   针对自由回答形式的阅读理解任务，评估方法类似机器翻译和摘要生成算法的评估方法，分别为计算ROUGE和BLEU两个指标。  ROUGE(Recall-Oriented Understudy for Gisting Evaluation)是一种基于召回率的相似性度量方法，ROUGE包含四种方法，GOUGE-N,ROUGE-L,ROUGE-W,ROUGE-S，对于阅读理解算法的评估，我们主要是用ROUGE-L评估方法，L即是LCS(longest common subsequence),最长公共子序列，ROUGE-L的计算公式为：   |  |  |  | | --- | --- | --- | |  | (25) | | |  | (26) | |  | (27) |   其中表示正确答案和预测答案的最长公共子序列长度，m,n分别表示正确答案和预测答案的长度。  BLEU(Bilingual Evaluation Understudy) BLEU 采用一种N-gram的匹配规则，计算公式为：   |  |  | | --- | --- | |  | (28) |   其中表示单词k(n-gram)在候选答案中出现的次数，表示单词k(n-gram)在正确答案中出现的最多次数，这是标准答案有多个情况下的计算公式。  为了防止随着候选答案长度变短而效果变好的情况,BLEU在最后的平分结果中引入了长度惩罚因子:   |  |  | | --- | --- | |  | (29) |   其中代表候选答案的长度，代表正确答案的长度。  最终的评价公式为：   |  |  | | --- | --- | |  | (30) |   BLEU的原型系统采用的是均匀加权，即。N的上限取值为4。  **2）基于BERT和句法依存关系注意力机制的阅读理解模型实验结果**  本文实现了基于TensorFlow的阅读理解模型，采用stanfordcorenlp接口获取句法依存关系树。采用长度为200，步长为150的滑动窗口进行阅读理解。在SQuAD2.0,DuReader和DRCD三个数据集上进行模型测试。针对SQuAD2.0和DRCD数据集，评测标准为EM和F1。针对DuReader数据集match-lstm模型和BiDAF模型的测评标准为BLEU和Rouge-L，BERT finetune模型和本文使用的模型的测评标准为EM和F1。针对SQuAD2.0,如果答案的开始位置和结束位置都为0，则认为答案不存在。针对DuReader数据集，本文仅使用golden paragraph和golden answer进行测评。模型结果如表11所示：  表11实验结果    实验结果显示，本文提出的模型在三个数据集上的效果均高于BERT finetune baseline模型。其中在DuReader数据集上的效果最明显，分析原因可能是因为DuReader数据集的平均长度较长，图7为各个数据集文章长度的对比。虽然DRCD的段落长度也很长，但是由于数据集简单，并且模型效果已经接近人工标注的效果，所以效果提升不明显。    图7 各数据集段落平均长度对比  通过横向对比，DuReader数据集的效果最差，是因为百度阅读理解数据集的答案类型比较复杂，图8为各种类型答案所占的比例，任务难度本身就比较大。    图8 DuReader数据集各种类型答案所占的比例  而SQuAD2.0数据集由于存在没有答案的问题，图9为有答案和没有答案的问题占的比例，所以导致模型效果没有达到最优。    图9 SQuAD2.0数据集有答案和没有答案的问题占的比例  **3）基于候选答案对的融合文本蕴含特征和其它文本特征的候选答案排序算法效果**  本文采用基于BERT句子对分类模型，构建基于（答案出自的句子，问题+答案）对的蕴含关系模型，将模型得到的分数作为一维特征。训练过程为，根据候选答案中的错误答案构建负样本，对正确答案采用远距离监督的方法构建正样本。在模型测试的过程中，为了便于与RankQA模型比较，本文首先使用RankQA模型使用的阅读理解模型就行测试。然后将阅读理解模型换成本文提出的基于BERT和句法依存关系注意力机制的阅读理解模型进行测试，测试结果如表12所示：  表12 实验结果，评估指标为EM    通过分析结果，本文提出的候选答案排序算法在WebQuestion，Quasar-T，WikiMovie和SQuADopen数据集上的效果优于RankQA模型。使用本文提出的阅读理解模型，在WebQuestion，Quasar-T和SQuADopen数据集中取得了几个对比模型中最好的效果。为了把模型应用到开放域的问答系统中，本文把所有数据集组合到一起进行模型验证，模型效果虽然低于最好的效果，但是效果相差不大，所以本模型是可以应用到开放域问答模块中的。  同时本文统计了只根据候选答案分数进行排序结果正确，而用本文提出的排序方法进行排序结果错误的数量，占所有采用本文排序方法结果错误的比例，统计结果如图10所示：    图10 模型效果对比  为了分析排序所使用特征的重要程度，本实验统计了针对每个数据集对结果影响最大的特征，统计结果如表13所示：  表13对候选答案排序影响最大的特征，评估指标为EM    通过分析，WebQuestion和WikiMovies数据集对文本蕴涵关系特征最敏感，而Quasar-T和CuratedTREC数据集对于候选答案分数特征最敏感，SQuADopen数据集对问题和段落的相似度最敏感。  文本同时对中文数据集做了测试，本文与百度阅读理解leadboard排行榜前九名对比，本文提出的算法效果达到了前九名的平均效果，结果如图11所示：    图11 DuReader数据集测试结果  **4）基于深度学习的多段落阅读理解系统**  结合上文提出的两种技术，本系统主要实现以下两个大的模块：一、阅读理解分析模块，由于深度学习模型的可解释性较差，所以需要对如attention矩阵，问题和文章中词的重要程度进行可视化分析，因此本文实现了阅读理解分析模块。二、多段落阅读理解可以应用在开放域的问答系统中，为了充分验证模型的效果和实用性，本文基于多段落阅读理解模型，实现了中英文开放域问答模块。  **①系统整体架构设计**  本文在结合网络爬虫数据和现有数据集的基础上，基于上文提出的两种模型，构建了一个基于深度学习的多段落阅读理解系统。系统整体架构如图12所示：    图12 系统架构图  系统自底向上主要包括基础支撑层，数据处理层，算法层和web展示层。  第一层是基础支撑层，包括GPU用于加速计算，TensorFlow框架用于搭建深度学习模型，scrapy爬虫用于扩充数据，本文主要抓取了百度知道的数据，Elasticsearch用于根据问题搜索相关文档。第二层是数据处理层，包括对数据获取，即检索到相关文档。候选段落获取，即获得用于回答问题的候选段落。以及数据预处理工作等。第三层是算法层，主要包括上文提出的两种算法和搜索引擎算法。第四层是web展示层，采用flask实现Python接口，用css，vue和js实现前端编程。  **②系统处理流程**  系统的整体处理流程如图13所示：    图13 系统流程图  系统分为模型离线训练和实时分析两个部分。在实时分析部分，会根据任务的不同调用不同的接口和模型，对于阅读理解分析模块，接口会返回问题的答案，attention矩阵，段落和问题中的重要词语。对于开放域问答模块，首先根据问题搜索相关段落，然后基于上文提出的多段落阅读理解算法生成最佳答案，并以对话框的形式返回问题的答案，同时还可以查询答案对应的段落和候选答案。   * 主要创新点   （1）实现基于生成对抗神经网络的关系抽取模型。  本文  （2）实现基于BERT的文本特征向量表示模型。  本文 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **计划及进度安排**   |  |  |  | | --- | --- | --- | | 时间 | 研究内容 | 预期效果 | | 2019.9－2019.12 | 阅读文献，进行前期调研，论文开题 | 提出并确定研究方向 | | 2020.1－2020.3 | 筛选出值得借鉴的论文并对相关模型进行复现 | 复现模型，验证效果，发现不足 | | 2020.4－2020.6 | 对抗训练模型设计，并验证效果 | 完成对抗训练相关实验 | | 2020.7－2020.9 | 实体关系抽取模型设计，并验证效果 | 完成实体关系抽相关实验 | | 2020.10－2021.1 | 整理实验数据，原型系统设计 | 发表一篇学术论文 | | 2021.2－2021.4 | 原型系统实现和论文初稿撰写 | 完成原型系统部署和论文初稿撰写 | | 2021.4－2021.6 | 论文撰写 | 完成毕业论文撰写 | |
| **问题及整改方案**  1.论文后期工作中遇到的问题  （1）通过实验发现，仅通过生成对抗网络增强数据对模型效果的提升有待提高，生成模型生成的数据质量不高，需要探索更有效的方法进行训练。  （2）对文本的特征提取不够丰富，对关系抽取结果有一定的影响。  2.整改方案  （1）使用多种数据集进行对抗训练，提升生成器生成数据的质量。  （2）考虑提取句子上下文的语义特征，进一步丰富原始文本的特征向量表示。 |

|  |
| --- |
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