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| |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | **一、研究内容简介**（包括：选题背景、研究内容、关键技术、论文计划、论文进度及目标，不少于：5000）  **1、选题背景**  随着大数据时代的到来，网络中非结构化文本迅速增加，海量非结构化文本已经成为我们获取有价值的信息的重要方式。因此这为更加精准的搜索引擎提出了挑战，而多段落阅读理解作为其中非常重要的一个环节，越来越多的成为研究的热点和重点。同时，教会机器理解人类的语言一直是自然语言处理领域的一项挑战。为解决自然语言处理中的各项任务，如词性标注，命名实体识别，句法解析，指代消解等，学术界和工业界进行了长期的研究。而自然语言理解可以测试所有这些任务，甚至完成对语义更深层的理解。正如我们通过阅读理解题目测试人对于文章的理解能力一样，机器阅读理解也可以测试机器对于自然语言的理解能力。  阅读理解任务是给定一组训练样本，目标是学习一个预测模型，这个模型把文章和相应的问题作为输入，输出是问题的答案,即[1]。根据问题对应的段落数量不同，可以把阅读理解任务分为单段落阅读理解和多段落阅读理解[2]。根据答案的形式不同，可以把阅读理解任务分为完形填空任务（cloze style），多项选择任务(multiple choice)，答案抽取任务(span prediction)和自由回答任务(free-form answer)。  随着深度神经网络的快速发展和数据集的迅速扩充，单段落抽取式阅读理解发展迅速。Shuohang Wang等人[3]搭建了通过问题表示段落的match-lstm模型，并使用Vinyals 等人[4]提出的pointer网络抽取答案。Seo等人[5]提出双向注意力流网络，并通过多个维度表示问题-段落对。Furu Wei等人[6]提出R-net阅读理解模型，模型首次在SQuAD1.0数据集上达到接近人工标注的效果。随着BERT[7]模型的提出，阅读理解任务的效果迅速提升，在很多数据集上效果已经接近甚至超过人工标注的效果。  在多段落阅读理解任务中，Lee等人[8],Lin等人[9]和Kratzwald 等人[10]提出首先检索出top-n的相关段落，然后再阅读理解，然而这个过程忽略了阅读理解和检索过程中存在的丰富信息。杨志明等人[11]提出基于多段落重排序的方法。Danqi Chen等人[12]提出了把命名实体、句法信息等加入阅读理解任务中，并提出基于TF-IDF和N-gram的搜索引擎算法。Shuohang Wang[13]等人提出基于强化学习的多段落阅读理解方法。Lee等人[8]提出根据答案和候选段落的分数对答案排序。Shuohang Wang等人[14]提出结合多种答案特征对候选答案排序的算法。Bernhard等人[15]提出融合信息检索特征和阅读理解特征的候选答案排序方法。然而这些方法并没有把问题、答案和段落之间的复杂语义信息考虑在内，模型效果都有待提高。  深度学习具有强大的非线性拟合能力，并能够实现从复杂的特征中提取有主要意义的特征，并且已经在自然语言处理等复杂问题方面取得了巨大的成功。同时经过学术界和工业界的长期研究，自然语言处理中的一些基本任务如句法依存关系，文本蕴含关系等已经取得了非常好的效果，而这些基本的句法关系对于机器理解文章也是至关重要的。因此本文针对多段落阅读理解中存在的问题，提出了融合文本蕴含，句法依存关系和深度学习的模型：基于BERT和句法依存关系注意力机制的阅读理解模型和融合文本蕴含关系特征和其它文本特征的候选答案排序模型。同时开发了基于深度学习的多段落阅读理解系统，系统包括两个模块，分别是阅读理解分析模块和开放域问答模块。  **2、研究内容**  本文提出使用基于句法依存关系注意力机制的阅读理解模型和融合文本蕴含特征和其它文本特征的候选答案排序模型，解决多段落阅读理解问题。针对阅读理解中文本长度过长，传统注意力机制会对所有词都计算注意力权重，导致一些噪声数据的干扰的问题。本文提出一种基于句法依存关系注意力机制的阅读理解模型。句法依存关系通过分析句子结构、句法，生成句法依存树。注意力机制会根据句法依存树给有依存关系的词赋予更高的权重，从而提高了长文本阅读理解效果。针对多段落阅读理解候选答案有多个，需要找出最佳答案的问题。本文提出基于文本蕴含关系特征和多种其它特征的候选答案排序模型。针对基于二分类模型进行候选答案排序效果差的问题，使用了基于候选答案对损失函数的候选答案排序模型。针对目前缺少可解释的中英文阅读理解系统，以及缺少基于多段落阅读理解的开放域问答系统的问题，本文设计开发了基于深度学习的多段落阅读理解系统，系统分为两个模块，分别是阅读理解分析模块和开放域问答模块。研究主要分为以下三个方面：  **1)针对长文本的阅读理解算法研究**  阅读理解任务是根据给定的段落和问题，从段落中抽取出问题的答案。通常采用基于注意力机制的模型，该类模型一般分为三层，问题编码层，文章编码层和答案预测层。为充分表示问题和文章的相关关系，在问题编码层和文章编码层会引入注意力机制，如match-lstm[3], Attention over Attention [15], BiDAF [5], DRQA [11]等模型。基于BERT的阅读理解模型出现之后，基于BERT的注意力机制计算方法是问题和文章拼接后进行整体注意力权重计算。然而这些模型都是对所有词计算注意力权重，会引起很多噪声干扰，并且随着文本长度的增加，影响会越来越严重。  针对以上问题，文本提出一种基于句法依存关系注意力机制的阅读理解模型，句法依存关系是一个树形结构，针对每个词本文只对这个词的所有祖先节点词计算注意力权重，从而有效的降低了噪声的干扰，提升了长文本阅读理解的效果。  **2)多段落阅读理解候选答案排序算法研究**  多段落阅读理解候选答案排序任务是对阅读理解后产生的多个候选答案进行排序，然后模型需要从候选答案中找到一个最佳答案，作为模型的最终输出。目前候选答案排序方法可分为以下四种：一是仅根据答案得分对候选答案排序，把得分最高的答案作为最佳答案。二是根据候选答案得分和候选答案出自的段落和问题的相似度两个特征对候选答案进行排序，把得分最高的候选答案作为最佳答案。三是采用全局归一化的方法，在模型最后一层把所有段落的向量表示连接起来，直接确定最佳答案。四是在使用答案得分，段落相似度的基础上，引入问题类型，答案词性，答案实体类型等特征，进行答案排序，并最终确定最佳答案。从根本上分析，以上各方法仅仅利用了问题、文章、答案的一些基本特征进行候选答案排序，并没有充分考虑三者之间的关系。本文通过分析大量数据，发现正确答案出自的句子会蕴含更多的问题和答案信息，而错误答案出自的句子虽然在句法描述上有很强的迷惑性，但是句子并不能蕴含所有的问题和答案信息。  针对以上问题，本文提出一种融合文本蕴含关系特征和其它文本特征的候选答案排序模型。本文把答案出自的句子作为前提，答案和问题连接作为假设，如果根据前提能够推理出假设，则认为两者之间存在蕴含关系。模型训练时，采用基于候选答案对的二分类训练方法，使用时，本文使用蕴含分数作为候选答案排序的一维特征，并结合其它如文本检索特征，阅读理解特征等进行候选答案排序。  **3)基于深度学习的多段落阅读理解系统研究**  多段落阅读理解模型不仅可以用于测试很多阅读理解任务，证明机器的理解能力。还可以应用于问答系统。本文整合上文提出的多段落阅读理解模型，并通过爬虫扩充开放域问答系统的数据量，设计实现基于开放域的问答系统[16][17]。同时针对深度学习模型可解释性差的问题，本文实现了可视化的阅读理解分析系统，可以对问题和段落的权重等进行可视化分析，从而增强用户对模型的理解。  **3、关键技术**  **1) 基于BERT和句法依存关系注意力机制的阅读理解模型**  随着非结构化文本数据量的增加，阅读理解任务中问题相关段落的长度也在不断增加，而传统的注意力机制如BiDAF, Stanford attention reader，self-attention[7]等对所有词都计算注意力权重，从而引起很多噪声干扰，影响阅读理解模型的效果，也增加了计算量。  考虑到通常情况下文本中的每个词与和这个词有直接或间接句法依存关系的词有较大的联系，而句法依存关系作为自然语言处理中的一项基本任务，已取得了很好的效果，并且stanfordcorenlp提供了句法依存关系接口，可以快速对中英文数据生成句法依存树。因此本文提出了基于BERT和句法依存关系注意力机制的阅读理解模型。模型的整体结构如图1所示，模型分为三部分：    图1 基于BERT和句法依存关系注意  力机制的阅读理解模型  **基于BERT 的编码层：**  模型的输入为问题和文章，上句是问题，下句是文章，并用[SEP]分隔符进行分割。  整个BERT模型采用多头注意力机制，把输入分为n个头，并采用position embedding的方法保证各个头的相对位置不变。对于每个头, 首先由输入向量分别点乘，，形成三个向量，，，   |  |  |  | | --- | --- | --- | |  | (1) | | |  | (2) | |  | (3) |   然后根据，，计算 attention向量   |  |  | | --- | --- | |  | (4) |   其中为向量维度，公式表示查询向量与键值向量进行点成并作归一化之后，经过函数，再与相乘，得到attention向量，然后把所有结果连接起来得到当前层的向量表示。   |  |  | | --- | --- | |  | (5) |   其中 *=* ，这样就完成了一层的运算，如图2所示，同时在不同层，即每个编码器中的每个子层都有一个残差连接，同时还伴随着一个规范化步骤。    图2 每个头的self-attention计算过程  **基于句法依存关系注意力机制的向量表示层:**  首先分别将BERT最后一层第i个头的输出key, value和query分别表示为, , 则注意力矩阵可以表示为：   |  |  | | --- | --- | |  | (6) |   其中M为句法依存注意力矩阵，由于句法依存树是一个树形结构，本文假定每个词的所有祖先节点都与这个词有关联，即注意力机制只对有关联的词计算权重和：   |  |  | | --- | --- | |  | (7) |   第i个头基于句法依存关系注意力机制的向量表示为：   |  |  | | --- | --- | |  | (8) |   把所有头的连接起来然后过一层全连接层，然后过GeLU[7]激活函数，最后过一层归一化层，得到最终的向量表示为：   |  |  | | --- | --- | |  | (9) |   把BERT的原始输出和过语义依存关系注意力机制后的输出加和，作为最终的向量表示：   |  |  | | --- | --- | |  | (10) |   其中，  **答案抽取层:**  把上文最终的输出向量过全连接层和softmax层，得到每个词是开始和结束的概率。   |  |  | | --- | --- | |  | (11) |   损失函数采用交叉熵损失函数：   |  |  | | --- | --- | |  | (12) |   在预测时，取开始位置和结束位置分数和最大的范围作为最终答案，如果没有答案则答案范围为[0,0]。   |  |  | | --- | --- | |  | (13) |   **2) 基于候选答案对的融合蕴含关系特征和其它文本特征的候选答案排序模型**  由于在多段落阅读理解中，基于抽取的机器阅读理解模型对于存在误导的对抗性样本的表现非常脆弱，因此分数最高的答案不一定是最佳答案，所以需要综合其它特征，对候选答案排序。本文选取的特征有三类[14]，分别是文本检索特征，包括问题和段落的相似度，问题和段落的长度，问题的类型。阅读理解特征，包括答案的分数，包括开始位置分数，结束位置分数和总的分数，答案的实体类型和答案的词性。蕴含关系特征，蕴含句子对(问题和答案,答案出自的句子)的得分。  通过观察大量数据，发现正确答案出自的句子蕴含了更多的问题信息，因此本文提出基于蕴含关系特征的候选答案排序算法。本文采用基于BERT的句子对分类模型作为本文蕴含模型，模型如图3所示：    图3 基于BERT的句子对分类模型作为文本蕴含模型  除文本蕴含特征外，本文还选用另外两种特征即信息检索特征：如问题和文章的相似度、长度信息、问题类型等，阅读理解特征：如候选答案得分、答案词性和实体类型等。  提取完所有特征后，需要进行特征融合，由于从不同段落中抽取的答案有相同的情况，因此需要对相同答案的特征进行特征融合，融合方法为对相同答案的特征值取最大值、最小值、平均值和和值。具体抽取的特征和特征融合的方法如表1所示：  表1 抽取的特征和特征融合的方法    特征提取和特征融合后，假定每个候选答案的特征用（其中对于每一维度的特征本文做了minmax归一化处理）。然后过全连接层和ReLU激活函数，最终每个候选答案的得分为：   |  |  | | --- | --- | |  | (14) |   通过实验发现，如果把候选答案的得分过softmax层进行二分类，无论使用深层还是浅层的神经网络，效果都不理想。因此文本使用基于候选答案对的损失函数[19]，把候选答案之间的对比关系引入损失函数中：   |  |  |  | | --- | --- | --- | |  | (15) | | |  | (16) | |  | (17) |     其中代表sigmoid激活函数，代表对应的候选答案是否为正确答案，是为1，不是为0。  预测时，根据对所有候选答案排序，并把得分最高的答案作为正确答案。其中候选答案最多取10个。  **3) 基于深度学习的多段落阅读理解系统**  融合以上提出的两种算法，本文搭建了基于深度学习的多段落阅读理解系统，系统分为两个模块，分别是基于多段落阅读理解的中英文开放域问答模块和阅读理解分析模块。使用TensorFlow框架训练模型，使用GPU加速，通过爬虫扩充中文数据集，并构建elasticsearch索引用于文档检索。在web层，使用flask实现python接口，并使用css，vue和js实现前端编程。  整个系统的处理流程分为模型离线训练和实时分析两个部分。在实时分析部分，会根据任务的不同调用不同的接口和模型，对于阅读理解分析模块，接口会返回问题的答案，attention矩阵，段落和问题中的重要词语。对于基于多段落阅读理解的中英文开放域问答模块，首先会以对话框的形式返回问题的答案，同时还可以查询答案对应的段落以及所有候选答案和候选段落。  **4、论文计划**  表2 论文计划   |  |  | | --- | --- | | 2018.09-2018.12 | 前期调研，确定研究方向与目标, 制订实施方案。 | | 2019.01-2019.03 | 学习Tensorflow框架，掌握TensorFlow架构及工作原理，熟悉TensorFlow的使用，可以搭建模型 | | 2019.04-2019.07 | 数据分析处理和搭建模型，完成整个模型的搭建 | | 2019.08-2019.11 | 优化模型，确定最终模型 | | 2019.12-2020.1 | 系统实现，并发表一个专利 | | 2020.02-2020.03 | 系统各模块整合测试，提升系统性能 | | 2020.04-2020.05 | 完成论文撰写，完成答辩材料的准备 |   **5、论文进度及目标**  截止目前，前五项任务已全部完成，第六项任务完成80%，完成开题计划中应该完成的工作。  本文旨在使用深度学习和传统自然语言处理任务相结合的方法，完成多段落阅读理解算法的实现和系统的设计开发。针对长文本阅读理解中每个词对所有词都计算注意力权重，从而导致对一些无用词的注意，引起噪声干扰的问题，本文利用句法依存关系对句子结构强大的分析能力，提出了句法依存关系注意力机制，同时由于BERT在众多自然语言处理任务中都表现出很强的效果，因此结合这两点本文提出了基于BERT和句法依存关系的注意力机制的阅读理解模型。针对多段落阅读理解中候选答案有多个，而只根据答案得数或者答案和段落相似度分数进行排序的方法效果不好的问题，本文提出基于蕴含关系特征和其它文本特征的候选答案排序算法，并针对基于二分类的方法排序效果不好的问题，提出了基于句子对损失函数的候选答案排序算法。结合以上两种算法，本文设计实现了基于深度学习的多段落阅读理解系统，系统分为两个模块，分别是阅读理解分析模块和开放域问答模块。  论文整体架构及内容如下：  第一章为绪论，主要介绍本论文的研究背景及意义，并通过阅读大量文献归纳国内外研究发展现状，进而提出本论文的研究内容和和组织架构。  第二章为详细介绍阅读理解算法，包括不同的阅读理解任务和算法，评价指标等。  第三章为相关技术介绍，主要介绍本论文需要用到的相关技术，包括基于TensorFlow的组件研究、阅读理解算法的研究、句法依存关系的研究，文本蕴含关系的研究，BERT模型的研究，候选答案排序算法的研究。  第四章为基于BERT和句法依存关系注意力机制的阅读理解模型研究，以及实验设置和模型效果展示。  第五章为融合文本蕴含特征和其它文本特征的候选答案排序算法研究，以及实验设置和模型效果展示。  第六章为基于深度学习的多段落阅读理解系统，包括系统需求分析，数据收集方式，各模块设计和系统展示。  第七章为总结与展望，客观地总结在论文的写作、算法实现和系统设计方面主要做的工作，并给出论文的写作、算法实现和系统设计和测试环节中发现的不足之处，并对以后的改进进行展望。  目前，本文已完成对基于深度学习的多段落阅读理解算法的调研，模型搭建和调优，实验结果分析和系统设计与实现部分。  接下来的时间里，将进一步优化系统；预计在2019年3月前完成论文初稿。并广泛征求老师和同学的建议，对论文进行修改，使论文的整体结构更加合理，论述更加专业化，在2019年5月前完成论文的修改工作，产出最终的毕业论文，并完成毕业答辩各项准备工作。  **二、论文进展情况**（包括：报告工作计划、实际进展情况）  **1、工作计划**  本文旨在：研究长文本下的阅读理解模型和多段落阅读理解中候选答案排序模型。对于长文本阅读理解问题，本文提出利用句法依存关系的注意力机制，解决噪声干扰问题。对于多段落阅读理解中候选答案的排序问题，本文提出基于文本蕴含特征和其它文本特征的候选答案排序模型，充分考虑了问题，答案和文章三者之间的关系。融合以上两种算法，本文实现了基于深度学习的多段落阅读理解系统，系统分为阅读理解分析模块和中英文开放域问答模块。具体工作计划和安排如表3所示：  表3具体工作计划和安排   |  |  |  | | --- | --- | --- | | **时间** | **工作内容** | **预期成果** | | 2018.09-2018.12 | 前期调研，确定研究方向与目标, 制订实施方案。 | 了解现有方法的不如，初步确定解决方案 | | 2019.01-2019.03 | 学习Tensorflow框架，掌握TensorFlow架构及工作原理，熟悉TensorFlow的使用，可以搭建模型。 | 能熟练使用TensorFlow框架 | | 2019.04-2019.07 | 数据分析处理和搭建模型，完成整个模型的搭建和调优 | 完成模型编码，并发表一篇小论文 | | 2019.08-2019.11 | 优化模型 | 优化模型，完成专利撰写 | | 2019.12-2020.1 | 搭建系统 | 提交一篇专利 | | 2020.02-2020.03 | 系统各模块整合测试，提升系统性能 | 完成系统测试 | | 2020.04-2020.05 | 论文终稿撰写，完成答辩材料的准备 | 完成论文终稿和答辩材料 |   **2、实际进展情况**  目前，实际进展情况如表4所示：  表4 实际进展情况   |  |  |  | | --- | --- | --- | | **时间** | **工作成果** | **完成情况** | | 2018.09-2018.12 | 了解了现有方法的不足，初步确定了解决方案 | **已完成** | | 2019.01-2019.03 | 熟练使用TensorFlow框架 | **已完成** | | 2019.04-2019.07 | 完成模型编码，并发表一篇小论文 | **已完成** | | 2019.08-2019.11 | 优化模型，完成专利撰写 | **已完成** | | 2019.12-2020.1 | 设计实现基于深度学习的多段落阅读理解系统，并提交一篇专利 | **已完成** | | 2020.02-2020.03 | 完成系统测试和优化 | 未完成 | | 2020.04-2020.05 | 完成论文终稿和答辩材料 | 未完成 | | | | | |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | **三、工作成果**（目前已完成学位论文工作的内容、取得的阶段性成果和主要创新点。包括所完成的理论和实验研究以及所获得的结论；已发表的与学位论文相关的学术论文等,字数不少于：1500)  **1、已完成学位论文工作的内容**  本文旨在使用深度学习和传统自然语言处理任务相结合的方法对多文档做阅读理解。本文对BERT模型，句法依存关系，注意力机制进行深入研究，提出基于BERT和句法依存关系注意力机制的阅读理解模型，并实现了基于Tensorflow的模型搭建。为解决候选答案排序问题，本文对候选答案排序算法，文本蕴涵关系进行了深入研究，提出基于文本蕴含关系和多种特征的候选答案排序算法，同时为了解决基于传统二分类方法导致分类效果差的问题，本文提出了基于候选答案对的候选答案排序算法。为了提高阅读理解模型的可分析性，同时将本文提出阅读理解算法和候选答案排序算法应用到实际中，本文设计开发了基于深度学习的多段落阅读理解系统。系统分为离线训练和实时预测两个部分，离线训练部分包括数据集的处理、基于BERT和句法依存关系注意力机制的阅读理解模型训练、基于文本蕴含关系和多种特征的候选答案排序模型训练、对模型进行验证、模型保存。在线预测部分包括，对于问答平台，首先输入问题，通过ES检索相关文档，并找出top 5的段落，加载模型，根据模型进行答案预测。对于阅读理解分析平台，会针对输入的问题和文档，预测问题的答案，同时输出注意力矩阵和问题和文档中权重最高的五个词语。  **已经完成的工作内容如下：**  ①环境搭建，数据处理如表5所示：  表5环境配置和选取的数据集   |  |  | | --- | --- | | 环境 | 版本号 | | TensorFlow | 1.12.0 | | CUDA | 9.0 | | GPU | 1080Ti，11G | | 数据集 | 语言 | | SQuAD2.0 | 英文 | | DuReader | 中文 | | DRCD | 中文 | | WebQuestions | 英文 | | Quasar-T | 英文 | | WikiMovies | 英文 | | SQuADopen | 英文 | | CuratedTREC | 英文 |   ②完成注意力机制、BERT算法、句法依存关系、文本蕴含关系的算法研究。  ③完成基于BERT和句法依存关系注意力机制的阅读理解模型的搭建和训练。  ④完成融合文本蕴含特征和其它文本特征的候选答案排序模型的搭建和训练。  ⑤使用css，vue，js进行web端界面实现，并使用flask实现python接口封装。实现基于深度学习的多段落阅读理解系统。  **2、取得的阶段性成果**  **1）数据处理和评估方法研究**  **①数据集描述和处理：**  本文采用SQuAD2.0[21][22], DuReader[23]和DRCD[24]三个数据集对基于BERT和句法依存关系注意力机制的阅读理解模型进行评估。  SQuAD2.0[22]是斯坦福提出的英文阅读理解数据集，数据集统计结果如表6所示。答案都给出了开始位置和结束位置，并且每个问题只有一个对应段落。对于没有答案的问题，数据集还给出了可疑答案。  表6 SQuAD2.0数据集统计结果   |  |  |  | | --- | --- | --- | |  | all | no-answer | | train | 130,319 | 43,498 | | dev | 11,873 | 5,945 | | test | 8,862 | 4,332 |   DuReader[23]是百度提出的中文多段落阅读理解数据集，数据集统计结果如表7所示。其中各个类型的问题和答案的比例如表8所示。在阅读理解实验中，文本只用到其中的golden paragraph和golden answer两个值。  表7 DuReader数据集统计结果   |  |  |  | | --- | --- | --- | | train | dev | test | | 271,574 | 10,000 | 20,000 |   表8 DuReader数据集各个类型的问题和答案的比例    DRCD[24]是一个中文的阅读理解数据集，数据形式和SQuAD1.0类似，即所有问题都是可回答的。数据集统计结果如表9所示。答案都给出了在文中的开始位置和结束位置，并且每个问题只对应一个段落。但是每个段落可能对应多个问题。  表9 DRCD数据集统计结果   |  |  |  | | --- | --- | --- | | train | dev | test | | 26,932 | 3,524 | 3,485 |   三个数据集的对比结果如图4,5所示：    图4 各数据集训练集测试集和验证集数据量对比    图5 各数据集段落平均长度对比  本文采用WebQuestions[25],Quasar-T[26], WikiMovies[27], SQuADopen[21][22]和CuratedTREC[28]五种数据集对基于候选答案对的融合文本蕴含特征和其它文本特征的候选答案排序算法进行验证，数据集对比结果如表10，图6所示。除去Quasa-T和SQuAD数据集外，WebQuestions, WikiMovies和CuratedTREC数据集都没有提供候选段落，因此本文使用[12]对数据集处理后的结果进行试验。处理后的数据集已经进行了文档检索，每个问题有对应的五个分数最高的段落，可以直接用于本文阅读理解和候选答案排序任务。  表10 各数据集训练集和测试集的数量   |  |  |  | | --- | --- | --- | |  | Train | Test | | Quasar-T | 28,496 | 3,000 | | SQuADopen | 71,231 | 10,570 | | WikiMovies | 36,301 | 9,952 | | CuratedTREC | 3,464 | 694 | | WebQuestions | 4,602 | 2,032 |     图6 各数据集训练集和测试集数据量对比  WebQuestions[25]是构建的问答数据集，是从Freebase KB中获取的数据，本文使用[12]对数据进行处理后的版本，即把Freebase-IDs替换成答案。  WikiMovies[27]数据集包含来自电影行业的数千个问答对。它的设计使得所有问题都可以由知识库（即OpenMovie Database）或全文内容（Wikipedia）来回答。  CuratedTREC[28]数据集是来自文本检索会议（TREC）的问答任务数据集。  SQuADopen[21][22]数据集是斯坦福的问答数据集，包含100000个问题-答案-段落三元组，本文用SQuADopen数据集，即忽略了段落信息。  Quasar-T[26]数据集由问答对构成，并通过搜索引擎从ClueWeb09中抓取相关段落。  **②评估方法选择：**阅读理解测评方法可分为两类，分别是针对抽取式阅读理解的评估方法和针对自由回答形式的阅读理解的评估方法。  针对抽取式的阅读理解评估方法有两种，分别是EM(Exact match)和F1 score。  EM评估方法：如果预测答案和正确答案完全相同则为1，否则为0。  F1 score评估方法：计算预测答案和正确答案的平均词语重合程度。预测答案和正确答案都以词袋的方式表示，词级别的F1 score计算公式为：   |  |  | | --- | --- | |  | (22) | |  | (23) | |  | (24) |   针对自由回答形式的阅读理解任务，评估方法类似机器翻译和摘要生成算法的评估方法，分别为计算ROUGE和BLEU两个指标。  ROUGE(Recall-Oriented Understudy for Gisting Evaluation)是一种基于召回率的相似性度量方法，ROUGE包含四种方法，GOUGE-N,ROUGE-L,ROUGE-W,ROUGE-S，对于阅读理解算法的评估，我们主要是用ROUGE-L评估方法，L即是LCS(longest common subsequence),最长公共子序列，ROUGE-L的计算公式为：   |  |  |  | | --- | --- | --- | |  | (25) | | |  | (26) | |  | (27) |   其中表示正确答案和预测答案的最长公共子序列长度，m,n分别表示正确答案和预测答案的长度。  BLEU(Bilingual Evaluation Understudy) BLEU 采用一种N-gram的匹配规则，计算公式为：   |  |  | | --- | --- | |  | (28) |   其中表示单词k(n-gram)在候选答案中出现的次数，表示单词k(n-gram)在正确答案中出现的最多次数，这是标准答案有多个情况下的计算公式。  为了防止随着候选答案长度变短而效果变好的情况,BLEU在最后的平分结果中引入了长度惩罚因子:   |  |  | | --- | --- | |  | (29) |   其中代表候选答案的长度，代表正确答案的长度。  最终的评价公式为：   |  |  | | --- | --- | |  | (30) |   BLEU的原型系统采用的是均匀加权，即。N的上限取值为4。  **2）基于BERT和句法依存关系注意力机制的阅读理解模型实验结果**  本文实现了基于TensorFlow的阅读理解模型，采用stanfordcorenlp接口获取句法依存关系树。采用长度为200，步长为150的滑动窗口进行阅读理解。在SQuAD2.0,DuReader和DRCD三个数据集上进行模型测试。针对SQuAD2.0和DRCD数据集，评测标准为EM和F1。针对DuReader数据集match-lstm模型和BiDAF模型的测评标准为BLEU和Rouge-L，BERT finetune模型和本文使用的模型的测评标准为EM和F1。针对SQuAD2.0,如果答案的开始位置和结束位置都为0，则认为答案不存在。针对DuReader数据集，本文仅使用golden paragraph和golden answer进行测评。模型结果如表11所示：  表11实验结果    实验结果显示，本文提出的模型在三个数据集上的效果均高于BERT finetune baseline模型。其中在DuReader数据集上的效果最明显，分析原因可能是因为DuReader数据集的平均长度较长，图7为各个数据集文章长度的对比。虽然DRCD的段落长度也很长，但是由于数据集简单，并且模型效果已经接近人工标注的效果，所以效果提升不明显。    图7 各数据集段落平均长度对比  通过横向对比，DuReader数据集的效果最差，是因为百度阅读理解数据集的答案类型比较复杂，图8为各种类型答案所占的比例，任务难度本身就比较大。    图8 DuReader数据集各种类型答案所占的比例  而SQuAD2.0数据集由于存在没有答案的问题，图9为有答案和没有答案的问题占的比例，所以导致模型效果没有达到最优。    图9 SQuAD2.0数据集有答案和没有答案的问题占的比例  **3）基于候选答案对的融合文本蕴含特征和其它文本特征的候选答案排序算法效果**  本文采用基于BERT句子对分类模型，构建基于（答案出自的句子，问题+答案）对的蕴含关系模型，将模型得到的分数作为一维特征。训练过程为，根据候选答案中的错误答案构建负样本，对正确答案采用远距离监督的方法构建正样本。在模型测试的过程中，为了便于与RankQA模型比较，本文首先使用RankQA模型使用的阅读理解模型就行测试。然后将阅读理解模型换成本文提出的基于BERT和句法依存关系注意力机制的阅读理解模型进行测试，测试结果如表12所示：  表12 实验结果，评估指标为EM    通过分析结果，本文提出的候选答案排序算法在WebQuestion，Quasar-T，WikiMovie和SQuADopen数据集上的效果优于RankQA模型。使用本文提出的阅读理解模型，在WebQuestion，Quasar-T和SQuADopen数据集中取得了几个对比模型中最好的效果。为了把模型应用到开放域的问答系统中，本文把所有数据集组合到一起进行模型验证，模型效果虽然低于最好的效果，但是效果相差不大，所以本模型是可以应用到开放域问答模块中的。  同时本文统计了只根据候选答案分数进行排序结果正确，而用本文提出的排序方法进行排序结果错误的数量，占所有采用本文排序方法结果错误的比例，统计结果如图10所示：    图10 模型效果对比  为了分析排序所使用特征的重要程度，本实验统计了针对每个数据集对结果影响最大的特征，统计结果如表13所示：  表13对候选答案排序影响最大的特征，评估指标为EM    通过分析，WebQuestion和WikiMovies数据集对文本蕴涵关系特征最敏感，而Quasar-T和CuratedTREC数据集对于候选答案分数特征最敏感，SQuADopen数据集对问题和段落的相似度最敏感。  文本同时对中文数据集做了测试，本文与百度阅读理解leadboard排行榜前九名对比，本文提出的算法效果达到了前九名的平均效果，结果如图11所示：    图11 DuReader数据集测试结果  **4）基于深度学习的多段落阅读理解系统**  结合上文提出的两种技术，本系统主要实现以下两个大的模块：一、阅读理解分析模块，由于深度学习模型的可解释性较差，所以需要对如attention矩阵，问题和文章中词的重要程度进行可视化分析，因此本文实现了阅读理解分析模块。二、多段落阅读理解可以应用在开放域的问答系统中，为了充分验证模型的效果和实用性，本文基于多段落阅读理解模型，实现了中英文开放域问答模块。  **①系统整体架构设计**  本文在结合网络爬虫数据和现有数据集的基础上，基于上文提出的两种模型，构建了一个基于深度学习的多段落阅读理解系统。系统整体架构如图12所示：    图12 系统架构图  系统自底向上主要包括基础支撑层，数据处理层，算法层和web展示层。  第一层是基础支撑层，包括GPU用于加速计算，TensorFlow框架用于搭建深度学习模型，scrapy爬虫用于扩充数据，本文主要抓取了百度知道的数据，Elasticsearch用于根据问题搜索相关文档。第二层是数据处理层，包括对数据获取，即检索到相关文档。候选段落获取，即获得用于回答问题的候选段落。以及数据预处理工作等。第三层是算法层，主要包括上文提出的两种算法和搜索引擎算法。第四层是web展示层，采用flask实现Python接口，用css，vue和js实现前端编程。  **②系统处理流程**  系统的整体处理流程如图13所示：    图13 系统流程图  系统分为模型离线训练和实时分析两个部分。在实时分析部分，会根据任务的不同调用不同的接口和模型，对于阅读理解分析模块，接口会返回问题的答案，attention矩阵，段落和问题中的重要词语。对于开放域问答模块，首先根据问题搜索相关段落，然后基于上文提出的多段落阅读理解算法生成最佳答案，并以对话框的形式返回问题的答案，同时还可以查询答案对应的段落和候选答案。  **③系统展示**  本文设计实现了基于深度学习的多段落阅读理解系统。系统分为两个大的模块，分别是阅读理解分析模块和开放域问答平台模块。系统界面如图14,图15所示：        图 14阅读理解分析平台      图15开放域问答平台  **5. 已发表的与学位论文相关的学术论文等**  1、**Wang Jin**, Gao Yan, Li Jie, Yu Yanhua, Li Binyang. 2019. 3R: Reading - Ranking - recognizing for multi-passage reading comprehension. In *Proceedings of 2019 IEEE 8th Joint International Information Technology and Artificial Intelligence Conference, ITAIC 2019*. **(EI检索)**  2、提交一篇专利《一种融合文本蕴含和多种特征的多段落阅读理解候选答案排序方法》  **6.主要创新点**  **1)实现基于BERT和句法依存关系注意力机制的阅读理解模型**  本文将自然语言处理中的基本任务句法依存关系应用到阅读理解中，结合句法依存树构建注意力矩阵，每个词只和这个词所有的祖先节点有注意力权重。传统的阅读理解中的注意力方法是对所有的词计算注意力权重，即对所有词都有注意力，而结合实际的语言习惯，在一段话中，某个词并非和所有词都有关系，反而如果和所有词都计算注意力权重会引起噪声的干扰，影响模型的效果。  本文提出基于BERT和句法依存关系注意力机制的阅读理解模型，模型在获得BERT最后一层输出的基础上，又加了一层类似transformer层，而在注意力权重矩阵计算时，根据句法依存关系注意力矩阵计算注意力权重。同时加入全连接和normalization。最终将BERT原始输出和过句法依存关系注意力层的输出加和，作为模型编码层的最终输出。  本文提出的方法在中文数据集DuReader, DRCD和英文数据集SQuAD2.0数据集上均取得了优于bert finetune baseline模型的效果。  **2)实现融合文本蕴涵特征和其它文本特征的候选答案排序方法**  为解决多段落阅读理解会产生不止一个答案的问题，采取的方法包括：一、找一个最佳段落进行阅读理解，但是这种方法对于最佳段落选择算法的要求很高。二、对每个段落进行阅读理解，选取候选答案中得分最高的答案最为最佳答案。这种方法忽略问题、段落和答案中丰富的语义信息。三、融合一些简单特征如问题和段落的相似度，答案分数等进行候选答案排序。这种方法在很多数据集中取得了优于前两种方法的效果，但是没有把问题、段落和答案三者的语义信息综合考虑。  因此本文提出基于文本蕴含和多种特征的候选答案排序方法，通过观察数据发现，正确答案出自的句子蕴含了更多的问题和答案信息，所以蕴含关系对为（问题+答案，答案出自的句子），本文采用基于BERT的句子对分类模型作为文本蕴含模型，用最终的分数作为文本蕴含分数。  通过实验发现，传统的基于二分类的方法在候选答案排序上的效果不好，因此本文使用了基于候选答案对损失函数的候选答案排序算法，模型在多个测试集上效果优于所有对照模型。  **3)基于多段落阅读理解的中英文开放域问答平台和阅读理解分析使用平台**  虽然学术界对阅读理解和问答的研究已非常多，但是目前缺少基于开放域多段落阅读理解的中英文问答系统，以及可视化的阅读理解分析系统。本文基于上文提出的两种算法，并且结合现有的搜索引擎算法，设计实现了基于深度学习的多段落阅读理解系统。同时，为了使阅读理解结果有更好的可解释性，本文设计实现了针对单段落的阅读理解分析模块，该模块不仅可以根据输入的问题和段落抽取答案，同时把注意力权重矩阵进行可视化展示，并且能够分析问题和段落中最重要的词语有哪些。 | |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **四、下一步工作计划及进度安排**（内容、时间及工作量估计，字数不少于：150）  预计到2020年1月完成优化问答模块的相关段落搜索算法；到2020年3月中旬完成系统优化，提高系统性能。到2020年4月中旬完成论文初稿的撰写；到2020年5月中旬完成优化论文细节，准备完答辩所需材料。  表14 下一步计划及进度安排   |  |  |  | | --- | --- | --- | | 时间 | 研究内容 | 预期效果 | | 2019.12-2020.01 | 优化问答模块的相关段落搜索算法 | 在各个数据集上进行验证，提供返回的段落中包含正确答案比例 | | 2020.02-2020.03 | 进一步优化系统，提高系统性能，优化UI界面 | 完成系统搭建所有工作 | | 2020.03-2020.04 | 完成论文初稿撰写 | 撰写至少3万字的论文 | | 2020.04-2020.05 | 优化论文细节，准备答辩所需材料 | 完成论文，准备好答辩材料 | |
| **五、论文及整改方案**（论文后期工作存在的困难、问题及整改方案，字数不少于：200）  **1、论文后期工作存在的困难和问题**  1）通过实验发现，问答系统采用的相关段落搜索算法效果有待提高，需要提出更好的搜索和段落抽取算法。  2）系统的界面设计需要进一步优化，系统的功能需要进一步完善，系统的性能需要进一步提高。  **2、整改方案**  1）通过查阅相关文献，优化段落搜索算法和段落抽取算法。并通过实验对不同方法进行验证。  2）优化系统的功能，美化系统界面，提升系统响应速度。增加如用户登录，错误报告等功能，提升系统的性能和用户体验。 |

|  |
| --- |
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