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| **一、研究内容简介**（包括：选题背景、研究内容、关键技术、论文计划、论文进度及目标，不少于：5000）  **1、选题背景**  近年来，随着互联网信息技术的高速发展和科技的进步，人类社会迈入了大数据时代。在网络平台上产生大量的无结构化文本信息，为了精准、快速地从海量的无结构化的数据中筛选、获取可用信息，信息抽取研究已经成为自然语言处理领域的热点分支。信息抽取是指从非结构化的数据抽取出用户需要的信息，并进行处理，形成结构化的数据供用户浏览，从而将互联网变成一个巨大的知识库，以便于用户能够轻松的找到需要的信息或者为自然语言处理领域的其他任务或应用提供数据支持。  信息抽取其主要包括命名实体识别、关系抽取和事件抽取这三个部分。命名实体识别的目标是抽取出文本中的实体信息，比如人名、地点、组织结构等。关系抽取的目标是抽取出文本中实体与实体之间存在的二元语义关系。事件抽取的目标由自动内容抽取测评会议（Automatic Content Extraction，ACE）定义[1]，事件抽取定义为从非结构化的自然语言文本中抽取特定的事件结构信息，其主要包含两个核心步骤：事件触发词抽取和事件元素的抽取[2]。其中事件触发词的抽取的目标是识别出触发规定事件类型的词，即最能体现事件发生的词，并对其进行分类。事件元素抽取的目标是抽取出事件发生的时间、地点、参与时间的人物等关键信息元素。事件触发词和事件元素两者可以后对一个事件的完整描述。  事件抽取有着重要的理论研究和实际应用价值。在理论研究方面，事件抽取的研究对于自动问答[3]、信息检索[4]、阅读理解[5]、自动文摘[6-7]等自然语言处理任务的进展有着非常大的推动作用。在实际应用方面，事件抽取已经在商业化的搜索系统以及舆情分析等方面有着广泛的应用。  近些年来，深度学习的发展使得基于神经网络的方法得到广泛应用。神经网络模型可以避免传统机器学习对于特征工程的依赖，除了能够获取上下文语义信息外，还能通过自动组合和抽取来获取深层抽象特征。目前，神经网络模型在自然语言处理众多任务中都已经取得突破性进展。在事件抽取领域也有研究者开始采用基于深度学习的神经网络模型。  目前的深度学习方面主要研究方法有：Chen等2015年[8]提出基于DMCNN(动态多池化)的模型用于检测单句子中包含的多事件，将句子动态分割成两部分，对每部分分别预测触发词，从而提高了单句子多事件的准确率值。Feng等2016年[9]提出利用BiLSTM双向长短期记忆网络进行事件识别任务。Liu J等在2018年[10]提出了一种新颖的多语言方法-被称为门控多语言注意(GMLATT)框架，用于解决数据稀缺和单语歧义的问题，通过上下文关注机制利用多语言数据的一致性信息解决数据稀疏问题，利用门控式跨语言模型解决词语的歧义性问题。  在联合抽取模型方面，Nguyen等2016年[11]使用循环神经网络来抽取句子语义特征，并对句子的依存树信息进行编码得到句子的结构信息从而进行事件识别和论元识别的联合抽取。Liu X等2018年[12]通过使用基于注意力机制的图卷积模型对句子中的语法树信息进行编码并输入到模型中，进行事件识别和论元识别的联合抽取。Nguyen等2018年[13]提出一种基于语法依赖树的图卷积神经网络进行事件检测。并提出了一种新的基于实体提及的聚合卷积向量的池方法。实验证明了该方法的优异性。然而这些方法目前在图注意力的计算方式上都没有更加全面的考虑，模型的效果还有待提高。  基于上述总结，本文提出了基于图注意力神经网络模型，通过在图模型中多方面考虑注意力的影响因素来提高事件抽取的效果，并进一步通过数据增强的办法来提高在ACE2005数据集上事件抽取的性能。  **2、研究内容**  本文的研究内容是利用深度学习神经网络模型提高事件抽取的性能。对句子中事件触发词的识别和分类可以建模成对每个单词的分类任务进行研究。如下图1所示的英文语料中的句子，这句话的意思是“数十名伊拉克平民和士兵在目击者所说的美国炮兵部队的攻击中丧生”，对于事件识别任务我们需要识别出一下内容：首先killed触发了Die事件，然后barrage触发了attack事件，最后其他词没有触发事件。对于论元角色识别中，识别触发词-实体对之间的关系，如需要识别出killed的触发的死亡事件的受害者、地点等论元。    图1 事件抽取示例  本文主要从事件抽取神经网络模型和半监督学习进行数据增强以及系统可视化展示这3个方面来进行事件抽取相关研究。  **（1）针对事件抽取算法的研究**  过去基于事件抽取的神经网络模型大部分基于序列结构模型如循环神经网络RNN/LSTM等[11][14-15]，对于长文本数据，还可能会丢失长距离依赖关系，造成重要语义丢失的问题。为解决上述问题，在我们的模型中主要采用以下几个步骤解决，首先通过使用斯坦福的自然语言处理工具[16]进行句子语法依赖弧的标注，其次将序列结构数据通过语法依赖弧转为图结构数据，通过语法依赖弧建立远距离词之间的语义联系，如图1中的killed（死亡）和barrage（攻击）之间的相对距离在序列结构为6次跳转，但是通过语法弧标注之后killed可以通过nmod-arc（复合名词修饰）弧跳转到witnesses，然后通过acl-arc弧跳转到*called*词，再通过xcomp-arc（x从句补语）弧跳转到barrage词，即可通过3次跳转就可以实现信息流动，提高信息的流动。最终使用图神经网络对图结构数据中的节点执行分类任务，完成触发词的识别和分类。  同时针对现存图神经网络的缺点如缺少注意力机制[13]、注意力考虑不全面和特征选取不丰富[17-18]等创新性的提出了一种基于多头图注意力神经网络模型解决事件抽取任务。通过一定的权重系数将图结构中邻居信息融合到中心节点中，使中心节点拥有更加丰富的语义信息。这个权重参数不仅考虑到中心节点在整个句子中的语义权重信息，还考虑到了中心节点和邻居节点的相关性权重信息来共同决定最终的权重系数。不仅如此，我们还通过设置级联多头图注意卷积来获取更加丰富的语义信息，同时为了让原语义信息在图注意网络中的信息不流失，通过使用残差网络[19]的形式来进行使得原语义信息无损的向前传播。该机制较之前的图神经网络，在利用邻居节点的特征聚合更新中心节点的过程中，更加全面的考虑了中心节点对其邻居节点赋予的权重参数问题，大大提高了事件检测的精确率，召回率以及F1值。  **（2）针对数据增强算法的研究**  目前广泛采用的弱监督方法充分利用了大量的原始数据，特别是一些具体的信息提取工作，探索了弱监督自动标注事件抽取训练数据的方法，这种弱监督方法可以有效地推广到实际的事件抽取应用中，而不需要大量的劳动。  弱监督方法虽然取得了很好的结果，但仍然存在一些严重的问题：如会受到数据中不可避免的噪声的影响，并且现有的弱监督ED模型采用复杂的预定义规则和不完全的知识库[20],[21]来自动获取数据，导致数据的自动标注覆盖率低、主题偏差大等问题。  基于上述问题为了构建一个覆盖范围更广的大规模数据集，减少主题偏差、避免采用复杂的预定义规则和繁重的语义组件分析工具包，采用了一个简单的基于触发器的潜在实例发现策略。我们采用如下假设：如果一个给定的单词作为已知事件实例中的触发词，那么提到这个单词的所有实例也可能表示了一个事件。与复杂的规则相比，该策略在单词、触发器和事件类型之间的相关性方面限制较少。因此，该策略可以在不需要任何人工设计的情况下，获得覆盖更多主题和实例的候选集[22]。  进一步为了过滤一些噪声数据，训练生成对抗网络[23]，它不仅可以从候选集中提取出信息实例，将自动标注的数据集分为可靠集和不可靠集，对于而且可以提高ED模型在诸如远程监控等噪声场景下的性能。  在实际的本文研究的事件抽取领域，由于ACE2005数据集是可用于事件抽取任务的已经标注好的数据集，并且有成熟的评价体系来验证模型的有效性，因此本文主要基于ACE2005数据集进行事件抽取任务的研究。ACE2005数据集主要来源于广播新闻，广播对话，博客等平台。由于该数据集的数据量小，并且存在类型不均衡等问题，会导致容易导致神经网络训练的过拟合，模型的泛化能力不够，而在测试数据上得到的效果不好。  针对上述问题，我们可以通过使用上述方法来扩展训练数据，以此来提高在该数据集中测试数据集上的效果。主要通过将同种类型的、无标注的、非结构化的文本语料如纽约时报的新闻语料等，首先利用自定义的触发词发现策略进行自动标注，生成不可信任的标注数据集。然后利用生成对抗网络进行数据集的筛选，过滤噪声大的数据，最后将筛选出来的相对信任标注数据作为增强的训练数据，并与原ACE2005的训练数据集共同输入到多头图注意神经网络中进行模型的训练。通过扩充训练数据的数据量来提高模型参数的泛化能力，实现在ACE2005测试数据集上的效果提升。  **（3）针对事件抽取系统的研究**  针对深度学习神经网络可解释性差的问题，本文实现了可视化的事件抽取系统。对于输入的序列结构的句子，首先可以利用斯坦福自然语言处理工具将转换之后的图结构数据进行展示，其次还可以在多头图注意力神经网络中节点之间权重分配进行可视化的展示，从而增强用户对模型的理解，最后对事件抽取的结果进行展示。   1. **关键技术**   该模块主要针对研究内容的三个部分内容采用的关键技术进行描述。  **（1）多头图注意力神经网络**  在事件抽取算法中主要技术点为多头图注意力神经网络抽取模型。该模型用于解决事件检测问题。权重图神经网络算法主要遵从以下几步：  1）生成具有上下文语义信息的特征向量：将序列结构的句子中每个单词的字符特征、词向量特征、词性特征、实体特征、位置特征输入到编码层中得到相应的特征向量，并将这些特征向量合并，输入到双向循环神经网络中，得到具有上下文的语义信息的特征向量。  2) 数据结构转换：利用斯坦福自然语言处理工具对句子进行语法依赖树的标注，将语料库中序列结构数据转为图结构数据，序列结构的每个单词即为图结构的每个节点。  3）图注意力网络模型计算过程：此过程是本模型的重点技术点，将2）过程生成的节点的特征输入到图模型中，利用权重图注意力神经网络的计算公式，通过将邻居节点的特征进行聚合来更新中心节点的特征。  4）节点分类：将图模型的每个节点的特征输入到分类器中进行分类。  5）输出：根据节点分类结果输出每个节点的触发词类别。  该模型的整体架构图如图2所示：    图2权重图注意力神经网络模型  该权重图神经网络主要包括3个模块，词向量表达模块，权重图神经网络计算模块，触发词分类模块，下面将详细描述各个模块的具体细节。  **词向量表达模块-获取具有上下文的词语语义信息**  在单词编码模块，句子中的每个单词被转换为特征向量，其中包括：   * 的词义特征：我们使用BERT预训练的向量[24]进行单词词义的特征表示。 * 的字符特征：为了得到更加丰富的单词语义特征，如时态、词缀等，我们通过将字符进行编码，并输入到不同卷积核的卷积神经网络中，使用最大池进行抽取单词中特征最大的部分，作为单词向量的一部分特征表示。 * 的词性特征：通过查找随机初始化的词性矩阵进行特征表示。 * 的位置特征：通过使用句子中的每个单词的绝对位置进行编码，并输入到随机初始化的编码层中进行位置向量的特征表示。 * 的实体特征：我们使用BIO标注格式对识别类型标签，我们使用语料库标注的所有的实体标签，这可能会产生重复的覆盖，我们求和所有可能的实体类型特征。 * 经过上述操作把每个单词转换为特征向量，把输入句子转为序列结构的特征向量，在输入图卷积网络之前，通过将特征向量输入到BiLSTM神经网络层，使每个词向量都具有上下文语义特征，并将具有上下文语义特征的向量用于下一阶段多头图注意力网络的输入。   **权重图神经网络计算模块（重点技术）-根据邻居节点特征更新中心节点特征**  经过BiLSTM神经网络，句子向量转换成。对于句子来说，为得到更加抽象的特征，将BiLSTM网络模型的输出再输入线性层中，如下：   |  |  | | --- | --- | |  | (1) |   其中线性层的权重矩阵参数，偏置项参数  通过使用依赖树的边将句子的序列结构转为无向图结构,是图中的节点，是边集合，在中每个是每个单词在图中的节点表示，每个边代表了存在一条有向语法依赖边从指向，为了使信息沿着依赖边反向传播，当存在从到的有向边时，我们也添加了从到的有向边，即，对于所有的节点，我们添加了自环边即到的边，即,对于所有的。为了简便我们不考虑不同类型的依赖边的权重大小，都将其视为同样的权重1，但是为了说明边的不同指向关系，我们设置3种类型的边,包含了自环的边[25]，如下公式所示。   |  |  | | --- | --- | | *前向:*  *反向:*  *自环:*  *from to,*  *from to,*  *from to,* | (2) |   对于图中的任何一个节点来说，需要利用的邻居节点来更新，对于不同的邻居节点，对其赋予的权重参数不仅需要考虑到当前节点在句子中的权重，其计算方式如下：   |  |  | | --- | --- | |  | (3) |   其中线性层的权重矩阵参数，偏置项参数，为非线性激活函数，为第一个公式的线性神经网络的输出向量。  还需要考虑到当前节点和其邻居节点之间的相关系数权重来共同决定利用邻居节点的权重值。为了得到各个节点更加抽象的特征，至少需要经过一次线性变换得到更加高维的特征。为了计算简便，我们设置共享参数的权重矩阵 这个矩阵会应用到每个节点中，其中每个节点和邻居节点计算相关系数公式如下，其中的维度变化为：   |  |  | | --- | --- | |  | (4) |   其中 为权重矩阵，为非线性激活函数，为第一个公式的线性神经网络的输出向量。  由于上述公式在实际操作中需要将两个节点的维度进行并列操作，这会占用大量资源，在实际优化中，我们将上述公式修改如下,即通过加法运算来计算节点和邻居节点的相关系数：   |  |  | | --- | --- | |  | (5) |   其中为第一个公式的线性神经网络的输出向量。实验证明两个达到的效果是相同的，但是下面的公式可以占用更少的计算资源。  为了规格化节点在不同类型边对应的每个邻居节点之间的权重参数，对于节点的每种类型边的每个邻居节点,其归一化的注意力权重如下所示：   |  |  | | --- | --- | |  | (6) |   综合上述公式，最终节点赋予给的注意力分数为：   |  |  | | --- | --- | |  | (7) |   得到了注意力分数，就会得到节点的更新公式   |  |  | | --- | --- | |  | (8) |   其中 是非线性激活函数,上述公式计算的是经过了一次图神经网络，即单独一个头的结果。  为了得到更加丰富的语义表示，我们采用级联的多头图注意网络组织方式，如图3所示。与之前的多头组织方式不同[26][27]。在本组织方式中，下一个头的输入除了包括前一个头的输出之外还包括了前一个头的输入，通过这种方式能够得到更加丰富的语义表示，我们定义为第k个头的输入，为第k-1个头的输出，公式表示如下：   |  |  | | --- | --- | |  | (9) |     图3 模型的多头组织方式，下一个Head的输入不仅包括前一个Head的输入，还包括前一个Head的输出，从而得到更加丰富的语义表示。  同时，我们初始化，则第k个头的输出表示为：   |  |  | | --- | --- | |  | (10) |   其中权重矩阵 是非线性激活函数，最后将多个头的输出结果进行联合：   |  |  | | --- | --- | |  | (11) |   其中||代表连接操作。为了进一步进行信息的聚合，我们再次采用图注意力网络进行信息操作，得到最终的节点更新结果。   |  |  | | --- | --- | |  | (12) |   其中权重矩阵 是非线性激活函数,为根据向量计算得到的注意力分数。  为了防止在图注意网络中原语义信息节点的丢失，采用了类似残差网络的结构,公式表示如下：   |  |  | | --- | --- | |  | (13) |   其中为上一个公式的输出向量，为LSTM神经网络的输出向量。  此时完成了一层多头图注意力网络模型的计算，即每个节点都获得了其一阶邻居节点的语义信息，为了使节点语义更加丰富，我们考虑加入其阶邻居节点的语义，即使用层多头图注意网络模型，这样每个节点就会有阶邻居的节点的语义信息，但是有时候两个单词之间的距离可能会小于，因此我们采用高速神经网络单元[28]来防止信息的过渡传播，表示如下：   |  |  | | --- | --- | |  | (14) | |  | (15) |   其中权重矩阵，偏置项,代表了BERT词向量，，是元素级别的乘法操作，是非线性激活函数。  最终第二层权重神经网络的输入应该为而不是。然而并不是多头图注意网络模型的层数越多越好，我们发现加入第三层多头图注意力网络模型，模型的性能反而下降，这可能是因为信息流动太多，导致每个节点的语义都会彼此接近，不利于后面节点的分类。因此本模型采用两层。  **触发词分类模块**  我们将多头图神经网络的输出输入到线性分类器中进行分类，我们发现将多头图神经网络的输出和BERT词向量相加，可以提高在触发词分类阶段的性能，因此最终分类器表示如下：   |  |  | | --- | --- | |  | (16) |   其中权重矩阵,偏置项为 层的WGAT模型的输出向量，n是使用BIO标注的触发词类别标签的数量。  **（2）生成对抗网络**  在半监督场景中，利用生成对抗网络进行数据增强的过程主要包含以下几个步骤：  1）设计一个判别器（判断给定实例的触发词和事件是否正确）和一个生成器（从原始数据中选择最易混淆的实例来欺骗判别器）。  2）预训练判别器：利用少量的标记数据对编码器和判别器进行预训练，使其在一定程度上获得检测事件触发器和识别事件类型的能力。  3）构造候选集：基于我们的实例发现策略，以标记数据中的触发词作为启发式种子，构造一个大规模的潜在候选集。并使用预先训练的编码器和判别器，为候选集合中的所有实例自动标记触发器和事件类型，以建立有噪声的大规模数据。  3）对抗训练：以少量标记数据为可靠集R，以大量自动标号数据为不可靠集U，对编码器、判别器、生成器进行优化，共同进行对抗训练。在训练过程中，生成器可以提供大量的潜在噪声数据来增强判别器，判别器可以影响生成器选择那些迷惑性更大的数据。当生成器和判别器经过一定的训练达到平衡时，判别器可以提高对噪声的抵抗能力，更好地对事件进行分类，生成器可以有效地为判别器选择信息实例。最后将平衡时由生成器从不可靠集U中挑选的并被判别器正确标记的实例从U调整到R，并保存下来作为增强数据使用。  4）重新测试：将增强的训练数据和ACE2005测试数据重新输入到前面的多头图注意力神经网络中，重新进行训练，模型收敛后得到测试数据上的效果，查看此时在训练集上的效果是否有提升。  生成对抗网络的整体框架图如图4所示：    图4 生成对抗网络框架图  其主要分为3部分，第一部分为Encoder编码层，Generator生成器以及Discriminator判别器组成：  编码器用于将句子中词语编码成特征向量。  判别器检测数据集中对每个实例给定事件触发器和事件类型匹配的概率值，当给定一个有噪声的实例时，鉴别器也要抵抗噪声，并明确指出没有触发器和事件，即匹配值为0。  生成器用于从不可靠的数据集U中选择实例，以尽可能地混淆判别器。下面我们对每部分技术点进行详细阐述。  对于每个实例我们可显式地表示其标记其触发词和事件类型。对于每个实例在生成对抗网络中被认为是不可信的，即存在一定的错误标记的概率。因此我们设计了一个判别器来判断给定的实例能否代表其标记的事件类型，其目的是使条件概率和最大化。生成器的目标是训练以从中选择最具有迷惑性的实例提供给判别器，即通过选择实例。训练过程是一个对抗性的min-max博弈。   |  |  | | --- | --- | |  | (17) | |  | (18) |   其中是可靠数据分布，生成器根据概率分布从不可靠的数据中抽取对抗性实例，虽然和是冲突的，但是不可靠数据对和都有副作用。当生成器和判别器经过充分训练达到平衡时，生成器倾向于选择那些概率比更高的数据实例，而判别器由于增强了对噪音的抵抗能力，能更好地分类事件，同时也可以更好的从不可靠数据中筛选出来较为可靠的数据。  **Encoder编码器**  在单词编码模块，句子中的每个单词被转换为特征向量，其中包括：   * 的词义特征：我们使用BERT预训练的向量进行单词词义的特征表示。 * 的词性特征：通过查找随机初始化的词性矩阵进行特征表示。 * 的实体特征：我们使用BIO标注格式对识别类型标签，我们使用语料库标注的所有的实体标签，这可能会产生重复的覆盖，我们求和所有可能的实体类型特征。 * 经过上述操作把每个单词转换为特征向量，把输入句子转为序列结构的特征向量。   **Generator生成器**  生成器的目标是从自动标注的数据集中选择最有迷惑性的实例来欺骗判别器。设计生成器以优化概率分布为目标来选择实例。生成器计算所有R中的混淆分数，以评估他们的迷惑性，并进一步计算混淆概率,如下所示：   |  |  | | --- | --- | |  | (19) | |  | (20) |   其中是实例x的编码表示，和是分离超平面的参数。  我们认为由判别器计算出来的实例的分数越高，该实例就越具有迷惑性，因为它们更容易欺骗判别器做出错误的决定。因此我们期望优化的生成器可以更加关注那些最具有迷惑性的实例。因此，给定一个实例及其不可靠的标记触发器和事件类型，损失函数表示为如下：   |  |  | | --- | --- | |  | (21) |   其中由判别器计算。在优化生成器时，我们将计算组件作为参数进行更新，损失函数对应于。  在标记为NA的中可能存在一些实例，这些实例总是被错误地预测到其他一些事件中。因此我们使用所有可行事件的平均得分来代替公式中的。   |  |  | | --- | --- | |  | (22) |   代表了事件类型的集合。  **Discriminator判别器**  给定一个实例和它标注的触发词和事件类型,判别器的任务是判断给定的实例和标注的触发词和事件类型是否符合。对实例编码为之后，实现如下的判别器。   |  |  | | --- | --- | |  | (23) | |  | (24) |   其中是事件类型的编码表示。  一个最优化的判别器会给R中给那些实例分配高分，同时不信任那些在U中的实例标签，即分配低分，因此损失函数设计为   |  |  | | --- | --- | |  | (25) |   在对判别器进行优化时，由于R 和U中可能存在大量的实例，直接作为参数计算和是非常耗时的，并且频繁地遍历R和U的整个数据集也变得困难。为了提高训练效率，对R和U的子集进行采样以逼近基本概率分布，并将一个新的损失函数形式化为如下所示，对此函数进行优化。   |  |  | | --- | --- | |  | (26) | |  | (27) |   其中和是从R和U采样的子集，是公式（7）的近似。   |  |  | | --- | --- | |  | (28) |   是一个超参数，它控制概率分布的锐度，以避免权重集中在某些特定实例上。最终的全局优化函数为：   |  |  | | --- | --- | |  | (29) |   其中，是权衡系数。在对抗性训练中的和是交替优化的，并且我们在的优化过程中加入了对的学习，这样避免了对的额外调整。  **（3）基于深度学习的事件抽取系统研究**    图5 事件抽取系统框架图  实现了上述算法，本文搭建了基于深度学习的事件抽取系统，如图5所示，对深度学习模型运行过程中的注意力参数和运行结果进行可视化的展示，用户可以输入一句话，系统加载预训练的模型进行事件抽取，并最终在页面上显示该句子的语法弧，该句子中触发词分类的结果，以及事件类型分类的结果，和注意力矩阵的可视化展示。  **4、论文计划**  表1 论文计划   |  |  |  | | --- | --- | --- | | 序号 | 时间 | 研究内容 | | 1 | 2019.9－2019.12 | 进行前期调研，确定研究方向与目标, 制订实施方案，论文开题 | | 2 | 2020.1－2020.3 | 学习Pytorch框架，筛选出效果比较好的论文并对相关模型进行复现 | | 3 | 2020.4－2020.7 | 事件抽取模型设计及调参，并验证效果 | | 4 | 2020.8－2020.11 | 生成对抗网络模型设计及调参，并验证效果 | | 5 | 2020.12－2021.1 | 优化模型，系统设计并搭建可视化系统，并发表专利 | | 6 | 2021.2－2021.3 | 系统测试和论文初稿撰写 | | 7 | 2021.4－2021.6 | 完成论文撰写，完成答辩材料的准备 |   **5、论文进度及目标**  截止目前为止，前3项已经顺利完成，并完成了一篇专利的撰写，第4项工作进行了50%，完成了开题计划中应该完成的工作。  本文旨在使用深度学习神经网络的技术和传统的自然语言处理的方法相结合，完成事件抽取算法实现和事件抽取系统的设计开发。针对传统序列结构的神经网络中存在长依赖消失的问题，本文提出使用图神经网络来实现事件抽取算法实现。针对图神经网络中中心节点对邻居节点的注意力权重计算考虑不全面、特征不丰富的问题，本文提出了基于权重图神经网络技术，并且使用多头图神经网络保证特征的足够丰富，同时也防止了原语义消失的问题。同时由于BERT在众多自然语言处理任务中都表现出很强的效果，本文的词向量选择的也是Bert词向量。针对事件抽取领域ACE2005数据集存在的类型不均匀，数据量少的问题，文本提出使用触发词发现策略生成大规模不可靠数据集，并利用生成对抗网络进行数据筛选，并作为数据增强数据使用，提高多头图注意力网络的模型的泛化能力，从而提高在ACE2005测试集上效果的提升。结合以上两种算法，本文设计实现了基于深度学习的事件抽取系统，主要对事件抽取的注意力权重进行可视化和对事件抽取的结果进行可视化的展示。  论文整体架构及内容如下：  第一章为绪论，主要介绍本论文的研究背景及意义，并通过阅读大量文献归纳国内外研究发展现状，进而提出本论文的研究内容和和组织架构。  第二章为详细介绍事件抽取算法，包括不同的事件抽取任务和算法，评价指标等。  第三章为相关技术介绍，主要介绍本论文需要用到的相关技术，包括基于Pytorch的组件研究、BERT模型的研究、事件抽取算法的研究、生成对抗网络算法的研究。  第四章为基于BERT的多头图注意力神经网络模型研究，以及实验设置和模型效果展示。  第五章为生成对抗网络算法研究，以及实验设置和模型效果展示。  第六章为基于深度学习的事件抽取系统，包括系统需求分析，数据展示方式，各模块设计和系统展示。  第七章为总结与展望，客观地总结在论文的写作、算法实现和系统设计方面主要做的工作，并给出论文的写作、算法实现和系统设计和测试环节中发现的不足之处，并对以后的改进进行展望。  目前，本文已完成对基于深度学习的事件抽取算法的调研，完成了多头图注意力模型搭建和调优，实验结果分析和系统设计部分，完成了生成对抗网络的设计实现工作，还在进一步的调优和效果验证阶段。  接下来的时间里，将进一步优化生成对抗网络和完成事件抽取系统的实现工作；预计在2021年3月前完成论文初稿。并广泛征求老师和同学的建议，对论文进行修改，使论文的整体结构更加合理，论述更加专业化，在2021年5月前完成论文的修改工作，产出最终的毕业论文，并完成毕业答辩各项准备工作。 | | | |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **二、论文进展情况**（包括：报告工作计划、实际进展情况）  **1、工作计划**  本论文的主要工作包括：研究多头图注意力网络模型在事件抽取领域的应用和生成对抗网络在半监督场景下进行数据增强的应用。针对传统序列结构神经网络存在长依赖消失的问题，本文提出了使用图神经网络进行解决。针对常规的图神经网络注意力机制考虑不全面、特征考虑不丰富等问题，本文提出基于权重图神经网络，多方面考虑图结构数据中中心节点对邻居节点赋予的权重问题，并且为了获取丰富的特征采用多头图注意力网络，进行模型的设计。针对事件抽取领域训练数据量少，类型不均匀等问题，本文提出使用触发词发现策略，构造大规模不可靠候选集，并利用生成对抗网络进行筛选，最终选取较为可靠的数据集作为增强数据使用，并重新输入到多头图注意力神经网络中重新训练，通过提高模型泛化能力，提高在ACE2005测试数据集上的效果。融合以上两种算法，本文实现了基于深度学习的事件抽取系统，系统可以接受用户输入的句子，并对神经网络的注意力参数进行可视化展示，对运行结果包括句子的触发词分类结果以及事件类型预测的结果等进行展示。具体工作计划和安排如表2所示：  表2具体工作计划和安排   |  |  |  | | --- | --- | --- | | **时间** | **工作内容** | **预期成果** | | 2019.09－2019.12 | 进行前期调研，确定研究方向与目标, 制订实施方案，论文开题 | 确定研究方向，了解现有方法的不足，初步确定解决方案 | | 2020.01－2020.03 | 学习Pytorch框架，筛选出效果比较好的论文并对相关模型进行复现 | 复现模型，验证效果，发现不足 | | 2020.04－2020.07 | 事件抽取模型设计及调参，并验证效果，并发表专利 | 完成事件抽取模型相关实验，并发表专利 | | 2020.08－2020.11 | 生成对抗网络模型设计及调参，并验证效果 | 完成生成对抗网络模型相关实验 | | 2020.12－2021.01 | 优化模型，系统设计并搭建可视化系统， | Django搭建系统，并发表一篇专利 | | 2021.02－2021.03 | 系统测试和论文初稿撰写 | 完成系统测试和论文初稿撰写 | | 2021.04－2021.06 | 完成论文撰写，完成答辩材料的准备 | 完成毕业论文撰写 |   **2、实际进展情况**  目前，实际进展情况如表3所示：  表3 实际进展情况   |  |  |  | | --- | --- | --- | | **时间** | **工作成果** | **完成情况** | | 2019.09－2019.12 | 提出并确定研究方向 | **已完成** | | 2020.01－2020.03 | 复现模型，验证效果，发现不足 | **已完成** | | 2020.04－2020.07 | 完成事件抽取模型相关实验，并发表一篇专利 | **已完成** | | 2020.08－2020.11 | 完成生成对抗网络模型相关实验 | 部分完成 | | 2020.12－2021.01 | Django搭建系统，完成系统测试 | 未完成 | | 2021.02－2021.03 | 论文初稿撰写 | 未完成 | | 2021.04－2021.06 | 完成毕业论文撰写 | 未完成 | |
| **三、工作成果**（目前已完成学位论文工作的内容、取得的阶段性成果和主要创新点。包括所完成的理论和实验研究以及所获得的结论；已发表的与学位论文相关的学术论文等,字数不少于：1500)  **1、已完成学位论文工作的内容**  本文旨在使用深度学习和传统自然语言处理任务相结合的方法进行事件抽取任务的研究。  在技术研究方面：本文对BERT模型，图注意神经网络，生成对抗网络等进行深入研究，提出了基于BERT和多头图注意力神经网络模型，并实现了基于Pytorch的模型搭建。  在研究内容方面：为了解决传统序列结构长依赖消失的问题，本文提出使用图神经网络进行事件抽取。为解决图神经网络中注意力考虑不全面，特征不丰富等问题，本文提出在图神经网络中计算权重注意力，并使用多头图注意力网络，提高特征的丰富性。同时针对训练数据量少，类型不均匀等问题提出使用触发词发现策略构建大规模数据候选集，并利用生成对抗网络进行数据筛选，将筛选出的数据作为增强数据使用，与原有的ACE2005训练数据集合并，重新输入到多头图注意力神经网络中，通过提高模型的泛化能力，来提高模型在ACE2005测试数据集上的预测效果。  **已完成的工作如下：**   1. 环境搭建，数据处理如下表所示   表4环境配置和选取的数据集   |  |  | | --- | --- | | 环境 | 版本号 | | Pytorch | 1. 0 | | CUDA | 9.0 | | GPU | 1080Ti，11G | | 数据集 | 语言 | | ACE2005 | 英文 | | NewYorkNews | 英文 |  1. 完成BERT算法、图注意神经网络、生成对抗网络的研究 2. 完成基于BERT的多头图注意力神经网络模型的搭建和训练 3. 完成生成对抗网络的预训练工作。   **2、取得的阶段性成果**  **（1）数据处理和评估方法研究**  **①数据集描述和处理：**  本文采用在事件抽取领域广泛使用的ACE2005数据集，该数据集包含完整的英语、阿拉伯语和汉语训练数据，用于2005年自动内容提取(ACE)技术评估。语料库由多种类型的数据组成包括实体、关系和事件，这些数据由语言数据联盟(LDC)标注，数据标注以xml文件的格式进行存储，源数据对训练集、测试集等是没有划分的，默认采用Li Q [29]的数据集划分方式，即以40篇新闻专线文章作为测试集，从不同类型的文章中随机挑选30篇文档作为开发集，剩下的529篇文章作为训练集。  预处理数据的过程包括读取xml格式文件，使用斯坦福自然语言处理工具进行句子划分等操作，最终源数据的数据集统计结果如下表所示：  表5 ACE2005英文数据集统计结果   |  |  |  |  | | --- | --- | --- | --- | |  | Train | dev | Test | | Documents | 529 | 30 | 40 | | Sentences | 14724 | 875 | 713 | | Triggers | 4312 | 492 | 422 | | Arguments | 7811 | 933 | 892 | | Entity Mentions | 53045 | 4050 | 4226 |   **②评估方法选择：**  同以前的研究工作一样[15][17][29-31]，当一个预测出的事件触发词在文章中的位置、对应的事件类型和子事件类型都和人工标注的答案一致时，即认定预测出的事件触发词分类（Trigger Classification）。  最后以精度(P)、召回率(R)和F1分数(F1-score)作为评价指标，计算公式为：   |  |  | | --- | --- | |  | (30) | |  | (31) | |  | (32) |   **（2）基于多头图注意力网络模型的事件抽取任务实验结果**  本文实现了基于Pytorch的图注意力网络模型的事件抽取系统。采用stanfordcorenlp自然语言处理工具进行语料的句子分割、语法依赖树的标注。在词向量表示模块，我们设计BERT词向量的维度为768维，词性向量和实体类型的编码向量维度为50维，位置编码为10维，字符编码维度为50维。在图神经网络模块，我们采用一层双向LSTM，输出维度为768，我们使用2层图注意力神经网络，每层网络内部有3个头实现丰富特征的获取。同时设置句子的固定长度为50，通过对短句子进行词填充，对于长句子进行剪裁实现。学习率设置为1e-5。模型结果如下表所示：  表6.模型效果对比表   |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | | Method | Trigger Identification(%) | | | Trigger Classification(%) | | | | | | P | R | F1 | P | R | | F | | | Cross-event statistical model[30] | N/A | | | 68.7 | | 68.9 | | 68.8 | | Joint local+  glocal features[29] | 76.8 | 65.0 | 70.4 | 73.7 | 62.3 | | 67.5 | | | DMCNN[8] | 80.4 | 67.7 | 73.5 | 75.6 | 63.6 | | 69.1 | | | JRNN[11] | 68.5 | 75.7 | 71.9 | 66.0 | 73.0 | | 69.3 | | | DMCNN-DS[21] | 79.7 | 69.6 | 74.3 | 75.7 | 66.0 | | 70.5 | | | db-RNN[15] | N/A | | | 74.1 | 69.8 | | 71.9 | | | GCN[13] | N/A | | | **77.9** | 68.6 | | 73.1 | | | JMEE[17] | 80.2 | 72.1 | 75.9 | 76.3 | 71.3 | | 73.7 | | | DyGIE++[26] | N/A | N/A | 76.5 | N/A | N/A | | 73.6 | | | **WGAT(ours)** | **80.5** | **76.8** | **78.6** | 77.2 | **73.7** | | **75.4** | |   可以看到我们的模型在触发词识别模块，效果要好于上述所列的所有的模型，比所列的最好的模型F1值要高1.9%。在触发词分类模块我们的效果好于上述所列的所有的模型，比所列最好的模型F1值要高1.8%。这说明我们的模型能够更好的捕获单词之间的注意力和能够抽取更好的抽象特征进行分类，证明了我们模型的有效性。  除了整体上对数据效果进行评估比较外，我们也按照之前的研究将验证我们的模型在单事件和多事件上的效果。其中单事件指的是一个句子中只有一个触发词，那多事件就对应于一个句子有两个及两个以上的触发词。我们将测试数据按照上述规则划分两部分1/1和1/N对应于上述所说的单事件和多事件，最终模型效果的展示如下表所示：  表 7 模型在1/1和1/N数据上的F1值对比   |  |  |  |  | | --- | --- | --- | --- | | **Method** | **1/1** | **1/N** | **ALL** | | DMCNN[8] | 74.3 | 50.9 | 69.1 | | JRNN[11] | 75.6 | 64.8 | 69.3 | | JMEE[17] | 75.2 | **72.7** | 73.7 | | WGAT(ours) | **80.8** | 71.0 | **75.4** |   可以看到虽然我们的模型在1/N上效果不是很好，比JMEE模型低1.7%，但是我们在单事件上事件抽取的效果远远超过于其他的模型，比目前最好的模型效果高5.6%，这验证我们的模型设计的有效性和正确性。  **（3）基于生成对抗网络模型的数据增强部分实验结果**  ①纽约时报数据集的统计  表8.纽约时报数据集统计   |  |  | | --- | --- | | 总数据量sentences | 选取数据量sentences | | 566630 | 3000 |   ②预训练判别器  表9. 预训练判别器在ACE2005测试数据集上的效果   |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | | Method | Trigger Identification | | | Trigger Classification | | | | P | R | F1 | P | R | F1 | | 判别器 | 67.3 | 62.3 | 64.7 | 59.8 | 55.3 | 57.5 |   ③对抗训练  对抗过程中数据筛选的阈值设置为0.6，即10次中有6次及以上判别器分类结果和伪标签相同我们即认为这条数据是较为可靠的数据。  **3、已发表的与学位论文相关的学术论文等**  1.提交一篇专利《一种基于权重图注意力神经网络的事件检测方法》，  专利号：202010246814.9  **4、主要创新点**  **（1）基于多头图注意神经网络的事件抽取模型**  本文将权重图注意力神经网络技术引入事件抽取领域，并创新性的提出一种注意力计算机制和多头图神经网络组织方式。过去基于事件抽取的模型大部分基于序列结构模型，这可能会丢失长距离依赖关系，在我们的模型中,通过使用图神经网络将序列结构通过语法依赖树的边转为图结构数据，并通过一定的权重将邻居信息融合到中心节点中，使中心节点拥有更加丰富的语义信息，这个权重参数不仅考虑到中心节点在整个句子中的语义权重信息，还考虑到了中心节点和邻居节点的相关性权重信息来共同决定最终的权重参数。不仅如此，我们还通过设置级联多头图注意卷积来获取更加丰富的语义信息，同时为了让原语义信息在图注意网络中的信息不流失，通过使用残差网络的形式来进行使得原语义信息无损的向前传播。该机制较之前的图神经网络，在利用邻居节点的特征聚合更新中心节点的过程中，更加全面的考虑了中心节点对其邻居节点赋予的权重参数问题，大大提高了事件检测的精确率，召回率以及F1值。  **（2）半监督场景下基于生成对抗网络模型的数据增强方法**  本文将弱监督的简单自训练方法引入事件抽取领域，并使用生成对抗网络进行数据筛选实现数据增强。事件抽取领域虽然前面已有大量的研究，但是大部分都是基于ACE2005数据集进行研究，但是该数据集存在一定的局限性，如事件类型不均匀，数据量少等的问题。有许多非结构化的文本语料由于没有标注而不能使用。针对此问题，我们提出使用触发词发现策略，生成大量的不可靠数据候选集，并利用生成对抗网络进行数据的筛选，将筛选出来的较为可靠的数据作为增强数据输入到多头图注意力神经网络中，通过增加训练数据集的数量，提到模型的泛化能力，从而提高模型在ACE2005测试集上的效果。  **（3）基于深度学习的事件抽取系统**  本文实现了用于事件抽取的系统。目前大部分基于深度学习的事件抽取系统都只停留在算法实现方面，并没有真正的实用性系统。针对此问题，我们简单的设计了一个可视化可交互的事件抽取系统。系统可以接受用户输入的句子，利用训练好的模型进行预测，并将预测结果包括触发词的识别和触发的事件类型可视化的展示。 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **四、下一步工作计划及进度安排**（内容、时间及工作量估计，字数不少于：150）  预计到2020年11月完成生成对抗网络算法的开发工作，到2021年1月底完成事件抽取系统的开发工作，并完成系统优化测试，提高系统性能；到2021年3月底，完成论文初稿的撰写工作；到2021年5月底完成优化论文细节，准备完答辩所需材料。  表10 下一步计划及进度安排   |  |  |  | | --- | --- | --- | | 时间 | 研究内容 | 预期效果 | | 2020.9－2020.11 | 完成生成对抗网络模型相关实验 | 生成对抗网络收敛，生成的增强数据在事件抽取模型上带来在ACE2005测试集上效果的提升 | | 2020.12－2021.1 | Django搭建系统，完成系统测试 | 完成系统搭建所有工作 | | 2021.2－2021.3 | 论文初稿撰写 | 撰写至少3万字的论文 | | 2021.4－2021.5 | 完成毕业论文撰写 | 完成论文，准备好答辩材料 | |
| **五、论文及整改方案**（论文后期工作存在的困难、问题及整改方案，字数不少于：200）  **1、论文后期工作存在的困难和问题**  1）通过实验发现，生成对抗网络训练比较困难，难以收敛，调参量大，算法效果有待提高，需要进一步的探索该目前算法的问题。  2）事件抽取系统的可视化展示比较少，系统的功能可根据需要进行进一步的功能开发，系统的性能也是需要考虑的因素。  **2、整改方案**  1）通过查阅相关文献，进一步调试生成对抗网络的算法。并通过实验对不同参数进行验证。  2）设计事件抽取系统的功能，美化系统界面，提升系统响应速度。增加如用户登录，错误报告等功能，提升系统的性能和用户体验。 |

|  |
| --- |
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