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**Collected Data:**

**Average System Execution Time for Threads**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **N** | **B** | **P** | **C** | **Time** |
| 100 | 4 | 1 | 1 | 0.000652 |
| 100 | 4 | 1 | 2 | 0.001489 |
| 100 | 4 | 1 | 3 | 0.00199 |
| 100 | 4 | 2 | 1 | 0.001065 |
| 100 | 4 | 3 | 1 | 0.001147 |
| 100 | 8 | 1 | 1 | 0.000783 |
| 100 | 8 | 1 | 2 | 0.001488 |
| 100 | 8 | 1 | 3 | 0.001916 |
| 100 | 8 | 2 | 1 | 0.001046 |
| 100 | 8 | 3 | 1 | 0.001114 |
| 398 | 8 | 1 | 1 | 0.001747 |
| 398 | 8 | 1 | 2 | 0.003062 |
| 398 | 8 | 1 | 3 | 0.003914 |
| 398 | 8 | 2 | 1 | 0.001793 |
| 398 | 8 | 3 | 1 | 0.002024 |

**Table 1.1**: Average system execution time for threads in seconds for varying N. B, P, C collected over 800 runs

**Average System Execution Time for Processes**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **N** | **B** | **P** | **C** | **Time** |
| 100 | 4 | 1 | 1 | 0.002295 |
| 100 | 4 | 1 | 2 | 0.002751 |
| 100 | 4 | 1 | 3 | 0.003469 |
| 100 | 4 | 2 | 1 | 0.002856 |
| 100 | 4 | 3 | 1 | 0.00341 |
| 100 | 8 | 1 | 1 | 0.002447 |
| 100 | 8 | 1 | 2 | 0.002847 |
| 100 | 8 | 1 | 3 | 0.003422 |
| 100 | 8 | 2 | 1 | 0.002917 |
| 100 | 8 | 3 | 1 | 0.003394 |
| 398 | 8 | 1 | 1 | 0.002904 |
| 398 | 8 | 1 | 2 | 0.003479 |
| 398 | 8 | 1 | 3 | 0.003933 |
| 398 | 8 | 2 | 1 | 0.003904 |
| 398 | 8 | 3 | 1 | 0.004302 |

**Table 1.2**: Average system execution time for processes in seconds for varying N. B, P, C values collected over 800 runs

**Timing Data Comparisons for a Given Sample Set**

|  |  |  |
| --- | --- | --- |
|  | **Average System Execution Time** | **Standard Deviation** |
| **Threads** | 0.003914 | 0.000969 |
| **Processes** | 0.003933 | 0.000547 |

**Table 1.3**: Timing data comparison for both implementations for (N,B,P,C) = (398, 8, 1, 3) in seconds collected over 800 runs

**Discussion:**

As can be seen from the data in Table 1.1 and Table 1.2, the average system execution time for threading is consistently faster in every case than the multi-process implementation. More specifically, if we look at Table 1.3 for a specific sample set of (N,B,P,C) = (398, 8, 1, 3), we can see that threads in this case are in fact \_\_\_\_\_\_\_\_ times faster on average than multi-processes over a 800 run sample. We conclude from the above observation that multi-threading is indeed significantly faster in terms of timing performance than multi-processes execution.

This makes a lot of sense and can be explained by the fact that threads require less overhead to establish and terminate due to fewer copying of memory, hence the faster performance. Another notable explanation can be credited to the fact that program context is maintained in a thread due to shared memory in CPU cache as opposed to being reloaded every for a process switch. This allows the OS to switch much faster for threads resulting in the increased performance. Lastly, the message queue for the process implementation is limited in its size and capacity. For ecelinux, the maximum queue size for messages in POSIX standards is 10. This means the performance for processes will be comparatively reduced due to increased frequency of blocking for consumers and producers, hence more overhead and reduced speed.

**Code:**

/\*

\* producer.c

\* ECE254 Group 34

\* By: Tianyi Zhang and Kwok Yin Timothy Tong

\* University of Waterloo Computer Engineering

\* Fall 2015

\*/

#include <stdio.h>

#include <stdlib.h>

#include <mqueue.h>

const char\* qname = "/mailbox\_t94zhang";

int main(int argc, char \*argv[]){

// format should be ./produce <N> <B> <P> <C>

// ie. early return for invalid input

if (argc != 5) {

exit(1);

}

// number of numbers produced in a set

int N = atoi(argv[1]);

// number of producers in total

int P = atoi(argv[3]);

// argv[2] is a char pointer, take its value

int pid = \*argv[2];

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// open up the queue

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

mqd\_t qdes = mq\_open(qname, O\_RDWR);

// check if queue was opened successfully

if (qdes == -1 ) {

perror("mq\_open() failed in producer");

exit(1);

}

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// make producers which statisfy condition

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

int msg = pid;

for (msg; msg < N; msg+=P) {

// Requirement: message / P = pid

int sendMsg = mq\_send(qdes, (char\*) &msg, sizeof(int), 0);

// check if mq\_send() succeeded

if (sendMsg == -1) {

perror("mq\_send() failed in producer");

}

}

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// final checks and cleaning up

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

if (mq\_close(qdes) == -1) {

perror("mq\_close() failed in producer");

exit(2);

}

return 0;

}

/\*

\* consumer.c

\* ECE254 Group 34

\* By : Tianyi Zhang and Kk Yin Timothy Tong

\* University of Waterloo Computer Engineering

\* Fall 2015

\*

\*/

#include <stdbool.h>

#include <string.h>

#include <stdio.h>

#include <stdlib.h>

#include <time.h>

#include <mqueue.h>

#include <sys/stat.h>

#include <signal.h>

#include <math.h>

#include <semaphore.h>

const char\* qname = "/mailbox\_t94zhang";

const char\* scname = "sem\_consumer\_t94zhang";

int main(int argc, char \*argv[])

{

// format should be ./produce <N> <B> <P> <C>

// ie. early return for invalid input

if ( argc != 5 ) {

exit(1);

}

mqd\_t qdes; // queue\_descriptor

mode\_t mode = S\_IRUSR | S\_IWUSR; // permissions

struct mq\_attr attr; // queue attributes

// unique id assigned for this consumer

// argv[2] is a char pointer, take its value

// in C int is recognized as char

int id = \*argv[2];

// initialize a blocking queue

attr.mq\_maxmsg = id;

attr.mq\_msgsize = sizeof(int);

attr.mq\_flags = 0;

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// open up the queue

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

qdes = mq\_open(qname, O\_RDWR | O\_CREAT, mode,

&attr);

// check if queue was opened successfully

if (qdes == -1 ) {

perror("mq\_open() in consumer");

exit(1);

}

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// open up the semaphore

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

sem\_t \*c\_semaphore = sem\_open(scname, 0);

if (c\_semaphore == SEM\_FAILED) {

perror("sem\_open() in consumer");

exit(1);

}

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// wait for all items to be consumed

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

int msg; // message to be received

while(sem\_trywait(c\_semaphore) != -1) { // decrement & locks the semaphore

// exit loop if and only if all callers stopped consuming

// ie. semaphore counter reaches 0

// returns the number of byes in the recieved msg.

// valid msg if return value > 0

int isReceived = mq\_receive(qdes, (char\*) &msg, sizeof(int), 0);

if (isReceived){

// find perfect square

if (((int)sqrt(msg) \* (int)sqrt(msg)) == msg){

printf("%i %i %i\n", id, msg, (int)sqrt(msg));

}

}

else

{

perror("mq\_receive() in consumer");

exit(1);

}

}

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// final checks and cleaning up

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

if (mq\_close(qdes) == -1) {

perror("mq\_close() failed in consumer");

exit(2);

}

if (sem\_close(c\_semaphore) == -1) {

perror("sem\_close failed in consumer");

exit(2);

}

return 0;

}

/\*

\* processes\_main.c

\* ECE254 Group 34

\*

\* By: Tianyi Zhang and Kwok Yin Timothy Tong

\* University of Waterloo Computer Engineering

\* Fall 2015

\*/

#include <string.h>

#include <stdio.h>

#include <stdlib.h>

#include <mqueue.h>

#include <sys/stat.h>

#include <sys/types.h>

#include <sys/wait.h>

#include <sys/time.h>

#include <time.h>

#include <semaphore.h>

double get\_time();

//constant queue\_name for both producer and consumer.

const char\* qname = "/mailbox\_t94zhang";

const char\* scname = "sem\_consumer\_t94zhang";

int main(int argc, char \*argv[])

{

// format should be ./produce <N> <B> <P> <C>

// ie. early return for invalid input

if (argc != 5) {

exit(1);

}

// number of integers the producer should produce

int N = atoi(argv[1]);

// number of integers the message queue can hold

int B = atoi(argv[2]);

// number of producers

int P = atoi(argv[3]);

// number of consumers

int C = atoi(argv[4]);

// check for incorrect parameters

if (N < 1 || B < 1 || P < 1 || C < 1){

exit(1);

}

mqd\_t qdes; // queue\_descriptor

mode\_t mode = S\_IRUSR | S\_IWUSR; // permissions

struct mq\_attr attr; // queue attributes

// initialize a blocking queue

attr.mq\_maxmsg = B;

attr.mq\_msgsize = sizeof(int);

attr.mq\_flags = 0;

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// open up the queue

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

qdes = mq\_open(qname, O\_RDWR | O\_CREAT, mode,

&attr);

// check if queue was opened successfully

if (qdes == -1 ) {

perror("mq\_open() in process main");

exit(1);

}

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// open up the semaphore

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

sem\_t \*sem;

sem = sem\_open(scname, O\_RDWR | O\_CREAT,

mode, N);

// check if semaphore was opened successfully

if (sem == SEM\_FAILED ) {

perror("sem\_open() in process main");

exit(1);

}

// start tracking execution time

double t\_before\_fork = get\_time();

pid\_t pid\_child;

int p,c;

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// spawn producer processes

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

argv[0] = "producer";

// loop to generate P producer processes

for (p = 0; p < P; p++){

// properly cast int to char via pointer

// note: in C int is recognized as char

char\* producer\_id = (char\*)&p;

// assign unique producer id

argv[2] = producer\_id;

pid\_child = fork();

// check if forking was successful

if (pid\_child < 0){

perror("fork()");

exit(1);

} else if (pid\_child == 0) {

// produce and send items

execvp("./producer", argv);

}

}

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// spawn consumer processes

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

argv[0] = "consumer";

// loop to generate C consumer processes

for (c = 0; c < C; c++){

// properly cast int to char via pointer

// note: in C int is recognized as char

char\* consumer\_id = (char\*)&c;

// assign unique consumer id

argv[2] = consumer\_id;

pid\_child = fork();

// check if forking was successful

if (pid\_child < 0){

perror("fork()");

exit(1);

} else if (pid\_child == 0) {

// receive and consume items

execvp("./consumer", argv);

}

}

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// output timing results and data

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

int status\_child, child\_pid;

// loop infinitely until all children are depleted

for(;;){

// wait for all children to finish

child\_pid = wait(&status\_child);

if (child\_pid == -1) {

// stop timer as execution is finished

double t\_last\_consumed = get\_time();

// output results for analysis

printf("System execution time: %f seconds\n",

t\_last\_consumed - t\_before\_fork);

// break out of loop; all children finished

break;

}

}

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// final checks and cleaning up

// \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

// close queue

if (mq\_close(qdes) == -1) {

perror("mq\_close() failed in process main");

exit(2);

}

// remove queue

if (mq\_unlink(qname) == -1) {

perror("mq\_unlink() failed in process main");

exit(3);

}

if (sem\_close(sem) == -1) {

perror("sem\_close() failed in process main");

exit(2);

}

if (sem\_unlink(scname) == -1) {

perror("sem\_unlink() failed in process main");

exit(3);

}

return 0;

}

/\* Helper function to get time in seconds \*/

double get\_time() {

struct timeval tv;

gettimeofday(&tv, NULL);

return (tv.tv\_sec + tv.tv\_usec / 1000000.0);

}