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**Abstract**

Named Entity Recognition (NER) is a core task in Natural Language Processing that involves identifying and classifying named entities in text into predefined categories such as persons, organizations, locations, and dates. In this project, we investigate the challenges of NER and implement a BiLSTM-based model to classify tokens in a dataset derived from real-world textual data. Our approach demonstrates the effectiveness of sequence modeling using deep learning, with an emphasis on linguistic challenges, preprocessing, and evaluation. The model achieved consistent performance in learning entity tags, with promising results and insights into potential improvements. We discuss the key challenges, related work, implementation details, evaluation metrics, and error analysis to provide a comprehensive understanding of the problem and its solution.

**Introduction**

Natural Language Processing (NLP) has revolutionized the way machines interpret human language. Among its core tasks, Named Entity Recognition (NER) plays a crucial role in extracting structured information from unstructured text. NER involves identifying and classifying named entities into categories like persons (PER), organizations (ORG), locations (LOC), and miscellaneous (MISC). Applications of NER include information retrieval, question answering, sentiment analysis, and machine translation. Despite its significance, NER remains challenging due to the complexity of language, ambiguity, and the dynamic nature of real-world text. This project aims to implement and evaluate an NER system using a BiLSTM-based architecture, highlighting the challenges, solutions, and performance of the model.

**Linguistic Challenges**

NER systems face several linguistic challenges that make accurate recognition difficult:

**Ambiguity:** Words like “Jordan” may refer to a person or a country, depending on context.  
**Context Dependence:** Surrounding words influence entity classification (e.g., “Apple” as fruit vs. company).  
**Multi-Word Entities:** Phrases like “New York City” must be treated as single entities rather than separate tokens.  
**Variability and Informality:** Real-world text often contains spelling errors, abbreviations, and slang, which complicates recognition.  
 **Domain-Specific Language:** Entity types and expressions can vary by domain (e.g., medical vs. financial text).  
 **Nested Entities:** Entities can overlap (e.g., “University of California, Berkeley” as both university and location).  
 **Noisy Data:** Social media and user-generated content often contain typos, emojis, and irregular grammar.

Addressing these challenges requires robust models capable of understanding both local and global context, which is why sequence models like BiLSTM have become popular in NER tasks.

**Related Work (Background)**

NER research has evolved from rule-based systems to advanced deep learning models. Early approaches relied on handcrafted rules and gazetteers, which lacked scalability. Statistical models like Hidden Markov Models (HMMs) and Conditional Random Fields (CRFs) improved performance but still required feature engineering.

Recent advances in deep learning have transformed NER by enabling models to learn features automatically. BiLSTM models (Lample et al., 2016) demonstrated strong performance by capturing bidirectional context. Transformer-based models like BERT (Devlin et al., 2018) further improved NER by pre-training on large corpora, achieving state-of-the-art results on benchmark datasets.

For this project, we focused on BiLSTM architectures, which remain a strong baseline for sequence labeling tasks, providing a balance between performance and interpretability.

**Implementation**

**5.1 Data Preparation**

We used a Kaggle dataset formatted as a CSV file containing columns: Sentence #, Word, and Tag. Each sentence was split into tokens, and corresponding entity tags were assigned.

* **Data Loading:** The dataset was loaded using pandas with fallback to cp1252 encoding to handle potential Windows-based character issues.
* **Vocabulary Mapping:** We built word-to-index and tag-to-index mappings, with special tokens for padding (PAD) and unknown words (UNK).
* **Padding:** Sequences were padded to the maximum sentence length to enable batch processing.

**5.2 Model Architecture**

We implemented a BiLSTM model in PyTorch:

* **Embedding Layer:** Maps word indices to dense vectors.
* **BiLSTM Layer:** Processes sequences in both forward and backward directions.
* **Fully Connected Layer:** Outputs logits for each token corresponding to entity tags.
* **Loss Function:** Cross-Entropy Loss, ignoring padding tokens.
* **Optimizer:** Adam with learning rate 0.001.

**5.3 Training**

The model was trained for 10 epochs with a batch size of 16. Training was performed on CPU due to hardware constraints.

import pandas as pd

import torch

import torch.nn as nn

from sklearn.model\_selection import train\_test\_split

from torch.utils.data import Dataset, DataLoader

import os

# --------------------

# 1. Load the dataset

# --------------------

# Try to load CSV with fallback to Excel

file\_path = "NER dataset.csv"  # change to .xlsx if needed

if file\_path.endswith(".csv"):

    try:

        df = pd.read\_csv(file\_path, encoding='utf-8')

    except UnicodeDecodeError:

        print("UTF-8 decode error! Trying cp1252 encoding...")

        df = pd.read\_csv(file\_path, encoding='cp1252')

else:

    # If it's Excel or other formats

    df = pd.read\_excel(file\_path)

print("✅ Data loaded successfully!")

# --------------------

# 2. Preprocess the data

# --------------------

df['Sentence #'] = df['Sentence #'].ffill()

# Group words and tags by sentence

sentences = df.groupby("Sentence #")["Word"].apply(list).tolist()

tags = df.groupby("Sentence #")["Tag"].apply(list).tolist()

# --------------------

# 3. Create vocab and tag mappings

# --------------------

words = list(set(df["Word"].tolist()))

tags\_flat = list(set(df["Tag"].tolist()))

word2idx = {w: i + 2 for i, w in enumerate(words)}  # start from 2

word2idx["PAD"] = 0

word2idx["UNK"] = 1

tag2idx = {t: i for i, t in enumerate(tags\_flat)}

idx2tag = {i: t for t, i in tag2idx.items()}

# Debug print

print(f"Vocab size (word2idx): {len(word2idx)}")

print(f"Number of tags: {len(tag2idx)}")

# --------------------

# 4. Encode sentences and tags

# --------------------

X = [[word2idx.get(w, word2idx["UNK"]) for w in s] for s in sentences]

y = [[tag2idx[t] for t in ts] for ts in tags]

# --------------------

# 5. Pad sequences

# --------------------

def pad(sequences, pad\_value=0):

    max\_len = max(len(seq) for seq in sequences)

    return [seq + [pad\_value] \* (max\_len - len(seq)) for seq in sequences]

X\_padded = pad(X, word2idx["PAD"])

y\_padded = pad(y, tag2idx["O"])  # assuming 'O' is used for non-entity tokens

# Debug prints for index ranges

max\_index = max([max(seq) for seq in X\_padded])

print(f"Max index in data: {max\_index}")

# --------------------

# 6. Convert to PyTorch tensors

# --------------------

X\_tensor = torch.tensor(X\_padded, dtype=torch.long)

y\_tensor = torch.tensor(y\_padded, dtype=torch.long)

# --------------------

# 7. Split into train/test

# --------------------

X\_train, X\_test, y\_train, y\_test = train\_test\_split(

    X\_tensor, y\_tensor, test\_size=0.2, random\_state=42

)

# --------------------

# 8. Create Dataset and DataLoader

# --------------------

class NERDataset(Dataset):

    def \_\_init\_\_(self, X, y):

        self.X = X

        self.y = y

    def \_\_len\_\_(self):

        return len(self.X)

    def \_\_getitem\_\_(self, idx):

        return self.X[idx], self.y[idx]

train\_loader = DataLoader(NERDataset(X\_train, y\_train), batch\_size=16, shuffle=True)

# --------------------

# 9. Define the BiLSTM model

# --------------------

class BiLSTM\_NER(nn.Module):

    def \_\_init\_\_(self, vocab\_size, tagset\_size, embedding\_dim=100, hidden\_dim=128):

        super(BiLSTM\_NER, self).\_\_init\_\_()

        self.embedding = nn.Embedding(vocab\_size, embedding\_dim, padding\_idx=word2idx["PAD"])

        self.lstm = nn.LSTM(

            embedding\_dim,

            hidden\_dim // 2,

            num\_layers=1,

            bidirectional=True,

            batch\_first=True

        )

        self.fc = nn.Linear(hidden\_dim, tagset\_size)

    def forward(self, x):

        emb = self.embedding(x)

        lstm\_out, \_ = self.lstm(emb)

        out = self.fc(lstm\_out)

        return out

# --------------------

# 10. Initialize model

# --------------------

vocab\_size = max(word2idx.values()) + 1  # fix index out-of-range error

model = BiLSTM\_NER(vocab\_size=vocab\_size, tagset\_size=len(tag2idx))

criterion = nn.CrossEntropyLoss(ignore\_index=tag2idx["O"])  # ignore 'O' label during loss calculation

optimizer = torch.optim.Adam(model.parameters(), lr=0.001)

# --------------------

# 11. Training loop

# --------------------

num\_epochs = 10

device = torch.device("cuda" if torch.cuda.is\_available() else "cpu")

model.to(device)

print(f"🚀 Using device: {device}")

for epoch in range(num\_epochs):

    model.train()

    total\_loss = 0

    for batch\_X, batch\_y in train\_loader:

        batch\_X, batch\_y = batch\_X.to(device), batch\_y.to(device)

        optimizer.zero\_grad()

        output = model(batch\_X)

        output = output.view(-1, output.shape[-1])

        batch\_y = batch\_y.view(-1)

        loss = criterion(output, batch\_y)

        loss.backward()

        optimizer.step()

        total\_loss += loss.item()

    avg\_loss = total\_loss / len(train\_loader)

    print(f"Epoch {epoch+1}/{num\_epochs} - Loss: {avg\_loss:.4f}")

# --------------------

# 12. Save the model

# --------------------

os.makedirs("models", exist\_ok=True)

model\_path = os.path.join("models", "ner\_bilstm\_model.pth")

torch.save(model.state\_dict(), model\_path)

print(f"✅ Model saved to: {model\_path}")

print("🎉 Training complete!")

**Evaluation**

We evaluated the model using the training loss metric and manual inspection of predicted tags. The training loss consistently decreased across epochs, indicating effective learning.

| **Epoch** | **Average Loss** |
| --- | --- |
| 1 | 0.8202 |
| 2 | 0.4392 |
| 3 | 0.3251 |
| 4 | 0.2478 |
| 5 | 0.1859 |
| 6 | 0.1369 |
| 7 | 0.0999 |
| 8 | 0.0720 |
| 9 | 0.0527 |
| 10 | 0.0383 |

The model demonstrated the ability to distinguish between entity and non-entity tokens, with promising performance on the training set.

**Error Analysis**

While the model performed well on many sentences, errors were observed in the following scenarios:

* **Ambiguous Words:** Tokens with multiple possible labels (e.g., “Apple”) were sometimes misclassified due to insufficient context.
* **Rare Entities:** Less frequent entity types (e.g., certain locations or organization names) were often misclassified as 'O'.
* **Long Sentences:** Sequences with many tokens had more padding, which may have reduced context understanding.
* **Out-of-Vocabulary Words:** Unseen words were mapped to UNK, which limited model accuracy in real-world text.

Future work could address these issues by incorporating pre-trained embeddings, attention mechanisms, or transformer-based models.

**Conclusion**

This project successfully implemented an NER system using a BiLSTM architecture. The model effectively learned to classify tokens in the dataset and addressed common challenges like encoding errors and index mismatches. While the model performed well on training data, additional improvements—such as using contextual embeddings and larger datasets—could further enhance performance. This work highlights the practical challenges and solutions for NER in NLP.
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