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ABSTRACT
Traditional lens-based three-dimensional imaging methods struggle with speed, spatial resolution, field of view, and depth of field (DOF).
Here, we propose a volumetric imaging method that combines rainbow-sheet illumination, chromatic-aberration-induced DOF extension,
and compressive hyperspectral imaging to optically section transparent objects over 200 depth slices in a single snapshot. A proof-of-concept
mesoscopic system with a lateral resolution of 12.7 line pairs per millimeter and a depth resolution of roughly 140 μm in a volume of 10 × 10
× 10 mm3 is constructed. The practicality of the suggested method is demonstrated by dynamic volumetric imaging of a transparent jellyfish
at a rate of 15 volumes per second.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0182669

I. INTRODUCTION

Rapid volumetric imaging has long been a major challenge in
modern optical microscopy. Camera-based methods offer the fastest
data acquisition speed and the widest field of view (FOV),1–6 with
light-sheet illumination standing out due to its excellent out-of-
focus rejection and minimal photo-damage.7–10 However, acquiring
a volumetric dataset generally necessitates axial translation of the
sample or objective, and slow mechanical scanning becomes a major
impediment to the speed of these methods.11,12 Alternatively, axial
modulation of illumination intensity in conjunction with the depth-
of-field (DOF) extension techniques allows for the simultaneous
capture of signals from multiple depth planes, and volumetric infor-
mation is reconstructed from a sequence of images recorded under
modulated illumination.13–16 Whether mechanical scanning is nec-
essary or not, the acquisition of an image sequence limits their
application for investigating fast dynamic processes.

The instantaneous capture of a three-dimensional (3D) dataset
using a two-dimensional (2D) array detector has recently gained
popularity. Multi-focus imaging (MFI) entails projecting multiple
depth planes onto different regions of a camera sensor.17,18 Light-
field imaging (LFI), alternatively, distributes the aperture-encoded
photons to different camera pixels and reconstructs the 3D image
using a digital refocusing technique, but its axial resolvability is at

the cost of sacrificing lateral resolution.5,6,19 Moreover, the out-of-
focus blurring present either in the physically in-focused images in
MFI or in the digitally refocused images in LFI reduces the axial
resolution and the contrast.5,18,20 Single-frame volumetric imaging
can also be implemented in a lensless form by randomizing the 3D
point spread function (PSF); however, image reconstruction quality
degrades rapidly with increasing depth due to the loss of high-
frequency spatial information, making 3D deconvolution unstable
and intractable.21,22 Another bottleneck in volumetric imaging is
the space–bandwidth product (SBP), which is ultimately limited by
the number of pixels in a sensor.23 Spreading a 3D dataset or 4D
light-field across a 2D sensor decreases either the FOV or the lateral
resolution. Compressive sensing is a potential way to relax this limit
and has widely been used for single-snapshot acquisition of 3D data
cubes.22,24–31 Depth information in these applications is encoded in
photon arrival time28,29 or depth-varying PSF,32 with the former
suffering from low axial resolution, while the latter requiring focal
scanning. Compressive sensing has also recently been introduced
into LFI for imaging single neuron activity, and the spatiotemporal
sparsity is a necessary prerequisite.31

Here, we present a method capable of performing snapshot
volumetric imaging without mechanical or optical scanning. The
method employs a stack of thin light sheets to illuminate the
entire volume of an object from the side. Named rainbow sheets,
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their wavelengths are continuously increased with depth, so light
scattering encodes the depth information in wavelength. The scat-
tered photons are collected from an orthogonal direction using a
triple-view compressive hyperspectral imager, which converts the
wavelength-encoded 3D scene into a hyperspectral image by using
chromatic relay optics and performs compressive measurements to
reconstruct the object’s volumetric image. The triple-view compres-
sive hyperspectral imager allows for the capture of a 3D object, under
rainbow-sheet illumination, at a single view angle while recording
three distinct projections. The proposed method inherits the high
SBP of compressive sensing and the outstanding out-of-focus back-
ground rejection of light-sheet illumination, making it a promising
tool for capturing fast dynamics in transparent biological samples.

II. MATERIALS AND METHODS
A. System configuration and working principles

Figure 1 depicts a proof-of-concept mesoscopic system employ-
ing the proposed method, which included a rainbow-sheet illu-
mination component and a triple-view compressive hyperspectral
imager. The illumination component was essentially a prism-based
monochromator with a xenon lamp (Bobei Lighting, Inc., China; see
Fig. S1 for its power spectrum), a 50 μm-wide slit, a collimating lens
(AC254-200-A, Thorlabs), AL1, an equilateral prism made of N-BK7
glass (ELP0140, Hengyang Optics, Inc.), and a concave mirror of
500 mm in focal length, CM. The CM focused the dispersed light
into a stack of light sheets near its focal plane, which were contin-
uously distributed along the z-axis with increasing wavelength [see
Fig. S2(a)].

The slit width and magnification factor of the monochroma-
tor determine the thickness of a monochromatic light sheet, which
varies little with wavelength and was measured to be 79 μm [full
width at half maximum (FWHM)] at the waist (see Fig. S3). The
thickness was also measured at various axial positions, and a fit to
Gaussian-beam theory suggested a Rayleigh range of xR = 7.4 mm
and a confocal parameter of 14.8 mm.33 The depth span of the sheets
was limited to 10 mm by placing a 10-mm wide slit near the focal
plane of CM (not shown in Fig. 1), corresponding to a wavelength
range of 450–740 nm in the illumination. With a sheet width of
40 mm, the illumination component provided an imaging volume
of 14.8 × 40 × 10 mm3 [see Fig. 1(b)]. It should be noted that, due
to the prism’s nonlinear dispersion, the generated light sheets were
not equally spaced according to their wavelengths (see Fig. S2). The
locations of the light sheets were measured using a calibration pro-
cedure (detailed in Sec. II D), and the results agreed well with the ray
tracing analysis (Fig. S4).

When a transparent object is placed in the rainbow sheets, it
scatters photons of various wavelengths, depending on the depths
of its interior structures. The scattered photons that encoded depth
information in wavelength were collected from an orthogonal direc-
tion using a triple-view hyperspectral imager, which first trans-
formed the spatial 3D scene into a hyperspectral image using
chromatic relay optics. The light path in the relay optics was bifur-
cated, with photons delivered into two measurement channels via
a beam splitter (10R/90T), BS1. In each channel, a biconvex lens
(GLA12-025-100-A, Hengyang Optics, Inc.), BL2 or BL3, established
a 4f configuration with the chromatic lens (GLH31-025A-200-VIS,
Hengyang Optics, Inc.), AL2, as shown in Fig. 1(c). The chromatic
and biconvex lenses had focal lengths of 200 and 100 mm, respec-

FIG. 1. Schematic diagram of the rainbow-sheet imaging method. (a) Optical setup of the mesoscopic system. (b) Specifications of the rainbow sheets. (c) Chromatic relay
optics in the triple-view hyperspectral imager. The red lines represent the long-wavelength rays, whereas the blue lines represent the short-wavelength rays. AL, achromatic
lens; BL, biconvex lens; BS, beam splitter; CM, concave mirror; FB, fiber bundle; G, grating; PM, photomask; and PS, periscope.
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tively, producing a magnification factor of 0.5. As the rainbow sheets
were stacked along the z-axis, short-wavelength light sheets illu-
minated shallow depths of a sample, while longer-wavelength light
sheets illuminated deep depths. For this reason, chromatic aber-
ration was purposefully introduced into the relay optics by using
a biconvex lens for image formation, resulting in a deeper focal
depth with increased illumination wavelength [see Fig. 1(c)]. Despite
the fact that both the dispersion of the monochromator and the
chromatic aberration of the relay optics were nonlinear with wave-
length (Fig. S2), the ray tracing analysis showed that the focal
plane of the relay optics and the light-sheet plane were precisely
aligned at all wavelengths (Fig. S4). As a result, structures within
an extended DOF were sharply focused at the same intermediate
image plane—that is, the chromatic relay optics effectively con-
verted a spatial 3D scene, under illumination of the rainbow sheets,
into two duplicated hyperspectral scenes [Fig. 1(c)]. The chromatic-
aberration-induced DOF extension was validated by photographing
a name card obliquely placed in the rainbow sheets. In contrast to
white light illumination, which blurred parts of the card, rainbow-
sheet illumination produced a sharp image across the entire FOV
(Fig. S5).

One of the duplicated hyperspectral scenes was recorded
directly using a complementary metal–oxide–semiconductor cam-
era (12-bit, MV-CH120-10UM, HIKROBOT), CMOS 1, and the
resulting measurements were equivalent to the acquisition of a front
view of the 3D object. The other duplicated hyperspectral scene was
captured by a modified coded aperture snapshot spectral imaging
(CASSI) system in which two gratings were used to disperse the
scene along two orthogonal directions, allowing for the acquisition
of two distinct projections. The enhanced version, like the original
CASSI approach, used a binary photomask to spatially modulate the
hyperspectral scene at the entrance.24,34 The photomask was made
up of 250 × 250 binary elements that were lithographically fabri-
cated on a chrome coating on a quartz substrate, with each square
element measuring 20 μm. The transmittances of the elements were
set at random to satisfy the Bernoulli distribution with a probabil-
ity of p = 0.5, with zeros representing opaque and ones representing
transparency. The advanced CASSI system included two dispersion
channels separated by a beam splitter, BS2. Each channel adopted a
4f configuration consisting of a pair of achromatic lenses (AL3 and
AL4, or AL3 and AL5, f = 100 mm) and a ruled reflective diffrac-
tion grating (G1 or G2, 150 grooves/mm, Edmund Optics, Inc.). One
channel dispersed the spatially modulated hyperspectral scene along
the x-axis with G1 and projected it onto the second camera, CMOS
2. The compressed measurements made in this channel were equiv-
alent to acquiring an azimuth view of the data cube (see Fig. S6).
The other channel of the CASSI adopted a nearly identical design,
with the exception that a periscope, PS, was inserted into the path
to rotate the coded scene by 90○ before dispersing it, which was
equivalent to shearing the original scene along the y-axis prior to
projecting it onto the third identical camera, CMOS 3. The com-
pressed measurements made in this channel amounted to acquiring
an elevation view of the data cube (see Fig. S6). It should be empha-
sized that, while the triple-view compressive hyperspectral imager
allowed for the acquisition of three different projections of an object,
it practically captured the scene from only one orthogonal direc-
tion, which distinguishes it from optical projection tomography and

becomes very useful when the system is scaled down for microscopic
volumetric imaging. Another aspect to mention is that, while the
rainbow-sheet illumination allowed for a 2D FOV of 14.8 × 40 mm2,
the practical FOV was limited by the dimensions of the photomask’s
aperture, which in this work was 10 × 10 mm2.

B. Forward imaging model
A forward model, as detailed in the supplementary material,

can characterize the compressed measurement process. Mathemati-
cally, the input 3D scene, r(x, y, z), is reproduced into three replicas,
with one replication integrated along the z-axis to create a front view,
E1. The remaining two replicas are spatially encoded, sheared along
the x- and y-axes, and depth integrated, providing the azimuth and
elevation views, E2 and E3, respectively. Following proper discretiza-
tion and vectorization of the input 3D scene, the three projection
measurements can be formularized in a simple matrix–vector form
as follows:

E =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

E1

E2

E3

⎤⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ℑ

ℑSxC
ℑSyC

⎤⎥⎥⎥⎥⎥⎥⎥⎦

r = Or. (1)

Here, r represents the spatial distribution of the input 3D scene (in
terms of scattering strength/diffuse reflectivity) and E concatenates
the different types of compressive measurements. The operators C,
S, and ℑ denote the spatial encoding, lateral shearing, and depth
integration, respectively, and O is a concatenated operator matrix.
The subscripts indicate the shearing direction. A schematic diagram
depicting the image formation and reconstruction can be found in
Fig. S6. According to the compressive sensing theory, the intro-
duction of randomness into the sensing matrix, O, permits it to
satisfy the restricted isometry property (RIP) with high probability,
ensuring reliable reconstruction at low compression ratios.35

C. Volumetric image reconstruction
To faithfully recover the volumetric image, r̂, we employed l1

minimization of the discrete cosine transform (DCT) coefficients at
a 2D patch level—that is, every local 2D patch of the volume was
assumed to be sparse in the DCT basis,

r̂ = arg min
r
∑

k
∥DRkr∥1, s.t. E = Or, (2)

where Rk is an operator extracting the kth patch of the volume and D
is the 2D DCT transformation. In this work, a patch size of 8 pixels
with 2-pixel overlap was used. By introducing a regularization para-
meter γ, this constraint optimization problem can be converted into
an unconstraint one,

r̂ = arg min
r

1
2
∥E −Or∥2

2 + γ∑
k
∥DRkr∥1, (3)

which was solved by a two-step iterative shrinkage/thresholding
(TwIST) algorithm.36 The reconstructed data cube had 250 rows
and columns determined by the photomask elements and 230 slices
determined by the hyperspectral imager’s number of spectral chan-
nels. Reconstructing a data cube of 250 × 250 × 230 voxels on a
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standard laptop with one 1.8-GHz dual-core processor (Intel, Xeon)
takes about 1 h; this speed can be improved in the future using par-
allel algorithms. The reconstruction code is available online in the
supplementary material.

D. Calibration
Accurate 3D reconstruction necessitates precise calibration of

the operator matrix O. Assuming that the binary photomask was
ideal and that both the chromatic relay optics and the compressive
hyperspectral imager were spatially shift-invariant, the calibration
procedure was streamlined to determine the shearing operator, S.
Furthermore, as the azimuth- and elevation-view channels were
identical except for the dispersion direction, calibration was per-
formed only in the azimuth-view channel. For the facilitation of
the calibration, a vertical line mark (20 μm wide) was also fabri-
cated on the photomask to align with the first column of the coding
elements (Fig. S7). A vertically oriented stainless string (50 μm in
diameter) was then placed in the rainbow sheets and translated along
the z-axis without a lateral shift, which was guaranteed if its interme-
diate image on the photomask was always aligned with the vertical
line mark. The string was translated by a step motor (PK545NBW,
Vexta) with a step size of 100 μm, and its images were acquired in
the azimuth-view channel, as shown in Fig. S7(b). After locating the
centerlines of these images, an interpolation provided the shearing
distance of each depth slice. The line mark also served as a slit for

spectrum measurement, from which each depth slice’s illumination
wavelength was determined, as shown in Figs. S7(c) and S7(d).

III. RESULTS AND DISCUSSION
A. Depth-resolved surface imaging

To show the proposed method’s depth-resolved imaging capac-
ity, we first photographed the surface of a sample made up of three
glass slides stacked in the shape of a staircase. As shown in Figs. 2(a)
and 2(b), three pieces of paper with white fonts on a black back-
ground were pasted to its treads, and the heights of its first and
second steps were measured 2.00 and 1.10 mm, respectively. The
sample was placed in the rainbow sheets in such a way that the slide
surfaces formed a 5○ angle to the x-axis [Fig. 2(b)]. As a result, the
three words were located at various depths and diffusively reflected
light of different wavelengths [Fig. 2(c)]. The compressed images of
the sample were acquired in the front-, azimuth-, and elevation-view
channels at exposure times of 400, 800, and 800 ms, respectively. The
3D reconstruction of the sample is shown in Fig. 2(d) (Multimedia
view), with the colors representing the illumination wavelengths.37

Obviously, the reconstructed 3D image accurately retrieved both
the spatial organization and the illumination colors of these words.
Slices at selected depths are also shown in Fig. 2(e), in which the
words at different z-locations were all perfectly focused, taking
advantage of the chromatic aberration compensation in the relay
optics. Furthermore, no out-of-focus blurring from other words was

FIG. 2. Depth-resolved surface imaging of a staircase-shaped sample with the rainbow-sheet imaging system. (a) Photographic image of the sample taken with a single-lens
reflex (SLR) camera (EOS Rebel T3i, Canon) under white light illumination. (b) Sample amounting. (c) Photographic image of the staircase-shaped sample taken with the
SLR camera under rainbow-sheet illumination. (d) 3D reconstruction of the sample. Multimedia view available online. (e) Reconstructed slices of the sample at z = 1.00, 4.14,
6.49, and 7.79 mm, respectively. The scale bar is 2 mm, and the location of the light sheet with a wavelength of 450 nm is referred to as z = 0 mm.

APL Photon. 9, 026101 (2024); doi: 10.1063/5.0182669 9, 026101-4

© Author(s) 2024

 15 February 2024 04:27:13

https://pubs.aip.org/aip/app


APL Photonics ARTICLE pubs.aip.org/aip/app

detected in any of the slices, demonstrating that the developed sys-
tem possessed superior optical sectioning capabilities. Based on the
reconstruction, the depth differences between the neighbor words
were determined to be 2.35 and 1.30 mm, respectively, and were
in good agreement with the step heights after accounting for the
sample’s minor tilt angle.

B. Depth and lateral resolution characterization
A number of factors contributed to the depth resolution of the

rainbow-sheet imaging method. First, the thickness of a monochro-
matic light sheet, ∼79 μm (FWHM) at the waist, established a lower
limit. Second, as light sheets of different wavelengths were continu-
ously stacked together, the wavelength span per unit depth and the
spectral resolvability of the hyperspectral imager were combined to
be a primary factor. The depth resolution was experimentally mea-
sured by imaging two stretched stainless strings (diameter of 50 μm)
separated by 250 μm (center-to-center) along the z-axis [Fig. 3(a)].
The strings were placed at z = 3.2 mm and were illuminated by
light sheets of about 504 nm. The reconstructed volumetric image
was projected onto the xy- and yz-planes, respectively, as shown
in Figs. 3(b) and 3(c). Although indistinguishable in the xy-plane,
the two strings, illuminated by the light sheets of close but differ-
ent wavelengths, were resolved fairly well in the yz-plane, thanks
to the powerful spectral resolvability of the hyperspectral imager.
The intensity profile in the yz-projected image along the dashed line

indicated that the depth resolution was about 140 μm, as shown by
the FWHM of the single-string image [see Fig. 3(d)] defined with
respect to the background level. Furthermore, the 3D reconstruc-
tion predicted a center-to-center distance of 240 μm between the
two strings, which was in good agreement with the microscopic
observation. The stretched strings were also placed on a lab-made
microscope such that both were on the focal plane, and the micro-
scopic image determined a center-to-center separation of 250 μm, as
shown in the inset of Fig. 3(a).

We also characterized the system’s lateral resolution by imag-
ing a 1951 USAF resolution test chart lithographically fabricated on
a chrome coating on a glass substrate. The test chart was positioned
at a 45○ angle to the x-axis, and the light reflected from its patterns
was collected. The reconstructed image was projection onto the xy-
plane and is shown in Fig. 3(e), in which the horizontal scale had
been enlarged by a factor of

√
2 to account for the chart orientation.

As shown, the horizontal bars in the fifth element (G3, E5) and the
vertical bars in the third element (G3, E3) of the third group could
still be resolved. The intensity profiles along the horizontal and ver-
tical dashed lines, shown in Figs. 3(f) and 3(g), respectively, further
backed up the conclusion. It did not imply that the resolution along
the x-axis was worse than that along the y-axis because the chart was
obliquely placed, and so the gap between the vertical bars appeared
smaller in the xy-plane when compared to their horizontal counter-
parts in the same group and element. In fact, the lateral resolution
was isotropic because the azimuth- and elevation-view channels

FIG. 3. Characterization of depth and lateral resolutions of the rainbow-sheet mesoscopic imaging system. (a)–(d) Characterization of the depth resolution by imaging two
stretched stainless strings separated by 250 μm along the z-axis. (a) Photographic and microscopic (inset) images of the strings. (b) and (c) Reconstructed image of the
strings after projection onto the xy- and yz-planes, respectively. The scale bars are 2 mm. (d) Intensity profile along the dashed line in (c). (e)–(g) Characterization of lateral
resolution by imaging a 1951 USAF resolution test chart placed in the rainbow sheets at a 45○ tilt angle. (e) Reconstructed image of the test chart after projection onto the
xy-plane. (f) and (g) Intensity profile along the horizontal and vertical dashed lines in (e), respectively.
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used identical gratings that sheared the 3D scene equally along the
x- and y-axes. The fifth element of the third group predicted a lateral
resolution of 12.7 lines per millimeter (lp/mm), implying that the lat-
eral resolution of the present system was limited by the photomask’s
element size (20 μm), as the bar width and gap of this element were
39.4 μm, and the relay optics had a magnification factor of 0.5. The
lateral resolution could be improved by reducing the photomask’s
element size but at the expense of increased reconstruction burden,
and it is ultimately limited by diffraction.

Since the inverse problem to Eq. (1) is substantially underde-
termined, any reconstruction artifacts will also degrade the lateral
and axial resolutions, which, however, can be mitigated by exploring
a sparser representation of the 3D scene and employing an optimal
reconstruction algorithm. Moreover, strong uniform scattering in a
sample causes illumination photons to be scattered to unintended
planes where they are re-scattered, resulting not only in defocused
background but also in ambiguity in the reconstruction algorithm’s
prediction of the detected photons’ depths. As a result, outstand-
ing lateral and axial resolutions are only achievable in transparent
or translucent samples with mild uniform scattering.

C. Volumetric imaging of live jellyfish
The proposed method, like classic light sheet, is highly useful

for volumetric imaging of transparent specimens, despite the fact
that its image formation is based on elastic scattering rather than
fluorescence emission. To demonstrate this capability, we imaged a
live jellyfish of Clytia hemisphaerica, whose tentacular system is an
excellent experimental model for studying the developmental mech-
anisms that regulates cell lineage progression.38 This species has a
translucent, saucer-shaped bell and four radial canals that connect

the ring canal with the gastro-vascular cavity. One gonad is attached
onto each radial canal, located closely to the ring canal. Tens of
tentacle bulbs are located at the bell margin, forming the bases of
tentacles. Jellyfishes of this species are almost transparent except for
the gonads, gastro-vascular cavity, and the tentacle bulbs, as shown
in Fig. 4(a).

The mature jellyfish, which had a bell diameter of around 1 cm,
was purchased from a local aquarium store. The jellyfish was placed
in an ultraviolet fused quartz cuvette, which was filled with sea water
prepared with specific sea salt (Beijing Yueguang Jellyfish, Inc.). The
cuvette had a path length of 15 mm, allowing the jellyfish to swim
freely inside it. The rainbow-sheet mesoscopic imaging system was
first used to take a snapshot of the jellyfish, and the reconstructed
volumetric image is shown in Fig. 4(b) (Multimedia view). The expo-
sure time used for the compressed measurements was 50 ms, which
was short enough to capture a snapshot of the jellyfish while it
was swimming. As shown, the volumetric imaging technique clearly
revealed the slender gonads, the dot-like tentacle bulbs, and the star-
shaped gastro-vascular cavity. The wide illumination-wavelength
range, indicated by the rendering colors, revealed that these organs
were positioned at various z-locations and spanned a scale of around
10 mm.

The rainbow-sheet imaging method, endowed with a snapshot
feature, enables the capturing of fast dynamics in transparent biolog-
ical objects. Next, we captured a sequence of images of the jellyfish
while it was swimming. The compressed images were acquired with
an exposure time of 50 ms and a time interval of 67 ms, yielding an
imaging rate of 15 volumes per second. The volumetric images were
then reconstructed, and the maximum intensity projections (MIPs)
at four representative time points are depicted in Fig. 4(c). An ani-
mation including the MIPs at all times to show the entire swimming

FIG. 4. Volumetric imaging of a jellyfish of Clytia hemisphaerica using the rainbow-sheet mesoscopic imaging system. (a) Photographic image of the jellyfish. (b) A typical
volumetric reconstruction of the jellyfish. Multimedia view available online. The rendering colors represent the illumination wavelengths and encode depth information. (c)
Dynamic volumetric imaging of the jellyfish while it was swimming. MIP images from various perspectives are exhibited at four separate time points. The scale bars are 2 mm,
and the arrows in (c) show the bending and stretching of one gonad.
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processes of the jellyfish is provided in the supplementary material.
It is obvious that the jellyfish’s gonads and radial canals were
bent and stretched repeatedly during swimming. In particular, the
gonad, as marked by the arrows in the side-view MIPs, was bent at
t = 1.73 and 2.67 s, and the ring canal (invisible) was contracted, as
evidenced by the compact organization of the tentacle bulbs. When
the gonad was stretched at t = 2.20 and 3.13 s, both the gaps between
the bulbs and the diameter of the bulb ring were increased dra-
matically. Moreover, the radial canals dragged the ring canal into
a pillow-like shape when they were stretched. It should be noted that
the bending and stretching of the radial canals were inadequately
captured by the front and top views, indicating the necessities of
volumetric imaging.

The volumetric imaging speed was limited by the frame rate
of the CMOS cameras (15 frames/s) used in this work, which
can be increased in the future by replacing them with high-speed
cameras. For example, cutting-edge scientific CMOS cameras will
enable imaging at speeds of more than 100 volumes per second.
Furthermore, while this work demonstrated snapshot volumetric
imaging with a mesoscopic system, scaling the system for micro-
scopic imaging of transparent biological samples is straightforward.
To illuminate a microscopic object, it simply requires replacing
the monochromator’s long-focal-length concave mirror with a low
numerical aperture objective, producing light sheets with a thinner
thickness, a shorter Rayleigh range, and a shallower depth range.
A 4× objective with a numerical aperture of 0.1, for example, will
produce light sheets that are ∼5.5 μm thick at the beam waist (diffrac-
tion limited FWHM) with a confocal parameter of 260 μm.39 In
order to convert a 3D microscopic scene into a hyperspectral one,
the relay optics must be replaced with a microscope in which chro-
matic aberration may be introduced into the objective or the tube
lens.

The reconstruction fidelity of the proposed method is depen-
dent on the sample’ sparsity but not necessarily in the spa-
tial domain, as with 3D deconvolution methods.20,40 While DCT
adopted in this work is frequently used for image compression, it
is not always the optimal solution. Learning a dictionary through
data training usually results in better sparse representations.41,42

Deep learning algorithms, in particular, have been found to improve
reconstruction accuracy43,44 and worth additional exploration in
the future. The main causes of light loss in the present system
were the photomask’s transmittance and the diffraction of the grat-
ings. Because half of the coding elements were statistically opaque,
a 50% light loss was expected from the photomask. Furthermore,
the diffraction efficiency of the gratings utilized in this study
was 50%–65% within the wavelength range of 450–740 nm. After
accounting for these two impacts, the system’s total light loss was
roughly 75%.

IV. CONCLUSIONS
In summary, we report a novel method for single-snapshot

volumetric imaging that does not need mechanical or optical scan-
ning. This method resembles the classic light-sheet imaging in that
it provides out-of-focus background rejection while maintaining
camera-based acquisition speed, but instead of fluorescence emis-
sions, it collects scattered or diffuse reflected photons. It also differs
from the traditional light-sheet imaging in that it illuminates an

entire volume of an object with a stack of light sheets of different
wavelengths rather than exciting a single thin layer at a time. The
proposed approach provides parallelized optical sectioning at over
200 depths by using a strategy of depth encoding in wavelength,
lateral encoding with a random pattern, and a decoding procedure.
A proof-of-concept mesoscopic system was developed for dynamic
imaging of a live jellyfish, and its excellent performances were val-
idated and characterized. The proposed method is expected to be
widely used for studying the fast dynamics of transparent biological
samples.

SUPPLEMENTARY MATERIAL

See the supplementary material for additional information.
An animation including the MIPs at all times to show the entire
swimming processes of the jellyfish is provided, and the MATLAB
reconstruction code is also attached.
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