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**Scenario: Building an AI Library**  **(4 Marks)**

In this assignment, you will develop a Python library specifically designed for advanced matrix operations and numeric computations, focusing on linear algebra concepts. Your library will utilize NumPy extensively to perform tasks such as matrix multiplication, inversion, determinant calculation, solving linear systems of equations, eigenvalue computations, matrix decompositions, and analyzing matrix rank and norms.

**Assignment Tasks:**

1. **Library Initialization:**
   * Create a Python module named *ai\_matrix\_ops.py* that will serve as the core of your AI library. Ensure that NumPy is properly imported within this module.
2. **Matrix Operations Functions:**
   * **Implement functions for the following matrix operations using NumPy:**
     + Matrix Multiplication (matrix\_multiply)
     + Matrix Inversion (matrix\_inversion)
     + Determinant Calculation (matrix\_determinant)
     + Solving Linear Systems of Equations (linear\_system\_solver)
     + Matrix Eigenvalues Computation (matrix\_eigenvalues)
     + Matrix Decompositions (Choose one: SVD, LU, QR, or Cholesky)
     + Matrix Rank Calculation (matrix\_rank)
     + Matrix Norms Calculation (Choose two: Frobenius norm, 1-norm, 2-norm, or infinity norm)
3. **Unit Testing:**
   * Write comprehensive unit tests for each of the functions implemented in your library to ensure their correctness and accuracy. Use test cases that cover various scenarios and edge cases.
4. **Library Usage Example:**
   * Provide an example script *example\_usage.py* that demonstrates the usage of your AI library. Include a scenario where a complex linear system needs to be solved, showcasing the capabilities of your library.
5. **Documentation:** 
   * Create detailed documentation (README) explaining the purpose of each function, its parameters, return values, and usage examples. Include information on how to install and use your library.
6. **Performance Analysis:**
   * Conduct a performance analysis comparing the execution time of your library functions with equivalent functions from the standard NumPy library.

**Submission Requirement:**

Hardcopy of the Assignment either Handwritten or Typed with the following elements:

1. Complete Code Files
2. Screenshot of Output.
3. Topic – README
4. Performance Analysis
5. Reflection (Your experience in developing a Python Library)

## **ai\_matrix\_ops.py:**

|  |
| --- |
| import numpy as np  from numpy import linalg as lin  def matrix\_multiply(matrix\_1, matrix\_2):      return np.**matmul**(matrix\_1, matrix\_2)  def matrix\_inversion(matrix):      return lin.inv(matrix)  def matrix\_determinant(matrix):      return lin.det(matrix)  def linear\_system\_Solver(matrix\_A, matrix\_B):      return lin.solve(matrix\_A, matrix\_B)  def matrix\_eigenvalues(matrix):      return lin.eigvals(matrix)  def matrix\_decomposition(matrix):      return lin.svd(matrix)  def matrix\_rank(matrix):      return lin.matrix\_rank(matrix)  def matrix\_norm\_calculation\_1\_norm(matrix):      return np.**max**(np.sum(np.**abs**(matrix), *axis* = 0))  def matrix\_norm\_calculation\_2\_norm(matrix):      return np.**max**(lin.svd(matrix)[1]) |

## **unit\_testing.py:**

|  |
| --- |
| import ai\_matrix\_ops as ops  import numpy as np  if \_\_name\_\_ == '\_\_main\_\_':      matrix\_1 = np.array([[1, 2], [3, 4]])      matrix\_2 = np.array([[4, 3], [2, 1]])        print(f'Matrix Multiplication : {ops.matrix\_multiply(matrix\_1, matrix\_2)}')      print()        print(f'Matrix Inversion : {ops.matrix\_inversion(matrix\_1)}')      print()        print(f'Matrix Determinant : {ops.matrix\_determinant(matrix\_1)}')      print()        matrix\_A = np.array([[5, 6], [7, 8]])      matrix\_B = np.array([1, 2])        print(f'Matrix Linear System Solver : {ops.linear\_system\_Solver(matrix\_A, matrix\_B)}')      print()        print(f'Matrix Eigen Values : {ops.matrix\_eigenvalues(matrix\_1)}')      print()        print(f'Matrix Decomposition : {ops.matrix\_decomposition(matrix\_1)}')      print()        print(f'Matrix Rank : {ops.matrix\_rank(matrix\_1)}')      print()        print(f'Matrix Norm Calculation 1-Norm : {ops.matrix\_norm\_calculation\_1\_norm(matrix\_1)}')      print()          print(f'Matrix Norm Calculation 2-Norm : {ops.matrix\_norm\_calculation\_2\_norm(matrix\_1)}')      print() |

## unit\_testing\_output:

|  |
| --- |
|  |

## **Example\_usage:**

|  |
| --- |
| import ai\_matrix\_ops as ops  import numpy as np  from PIL import Image  image\_matrix = np.array([[10, 20, 30],                           [40, 50, 60],                           [70, 80, 90]])  compressed\_image = ops.matrix\_multiply(ops.matrix\_multiply(ops.matrix\_decomposition(image\_matrix)[0][:, :1], np.diag(ops.matrix\_decomposition(image\_matrix)[1][:1])), ops.matrix\_decomposition(image\_matrix)[2][:1, :])  print("Compressed image:")  print(compressed\_image)  print()  pseudo\_inverse\_matrix = ops.matrix\_multiply(ops.matrix\_multiply(ops.matrix\_decomposition(image\_matrix)[2].T, np.diag(1 /ops.matrix\_decomposition(image\_matrix)[1])), ops.matrix\_decomposition(image\_matrix)[0].T)  print("Pseudo-inverse matrix:")  print(pseudo\_inverse\_matrix)  print()  determinant = ops.matrix\_determinant(image\_matrix)  print("Image determinant:", determinant)  print()  optimal\_threshold = ops.matrix\_rank(image\_matrix) // 2  print("Optimal threshold for compression:", optimal\_threshold)  print()  U, S, V = ops.matrix\_decomposition(image\_matrix)  print("Singular values:", S)  print()  rank = ops.matrix\_rank(image\_matrix)  print("Image rank:", rank)  print()  norm = ops.matrix\_norm\_calculation\_2\_norm(image\_matrix)  print("Image norm:", norm) |

## **Example\_usage\_output:**

|  |
| --- |
|  |

## **README File 01:**

|  |
| --- |
| Linear Algebra Functions Library  This library provides various functions for performing common linear algebra operations using NumPy and its linear algebra module (numpy.linalg).  Functions  1. matrix\_multiply(matrix\_1, matrix\_2)  This function computes the matrix product of two input matrices.  - Parameters:  - matrix\_1: First input matrix.  - matrix\_2: Second input matrix.  - Return Value:  - Returns the result of the matrix multiplication.  2. matrix\_inversion(matrix)  This function computes the inverse of the input matrix.  - Parameters:  - matrix: Input matrix to be inverted.  - Return Value:  - Returns the inverse of the input matrix.  3. matrix\_determinant(matrix)  This function calculates the determinant of the input matrix.  - Parameters:  - matrix: Input matrix.  - Return Value:  - Returns the determinant of the input matrix.  4. linear\_system\_Solver(matrix\_A, matrix\_B)  This function solves a system of linear equations represented by matrices matrix\_A and matrix\_B.  - Parameters:  - matrix\_A: Coefficient matrix.  - matrix\_B: Constant matrix.  - Return Value:  - Returns the solution vector.  5. matrix\_eigenvalues(matrix)  This function computes the eigenvalues of the input matrix.  - Parameters:  - matrix: Input matrix.  - Return Value:  - Returns an array containing the eigenvalues.  6. matrix\_decomposition(matrix)  This function performs Singular Value Decomposition (SVD) on the input matrix.  - Parameters:  - matrix: Input matrix.  - Return Value:  - Returns the singular value decomposition of the input matrix.  7. matrix\_rank(matrix)  This function computes the rank of the input matrix.  - Parameters:  - matrix: Input matrix.  - Return Value:  - Returns the rank of the input matrix.  8. matrix\_norm\_calculation\_1\_norm(matrix)  This function calculates the 1-norm (maximum absolute column sum) of the input matrix.  - Parameters:  - matrix: Input matrix.  - Return Value:  - Returns the 1-norm of the input matrix.  9. matrix\_norm\_calculation\_2\_norm(matrix)  This function calculates the 2-norm (largest singular value) of the input matrix.  - Parameters:  - matrix: Input matrix.  - Return Value:  - Returns the 2-norm of the input matrix.  Installation  To use this library, make sure you have NumPy installed. You can install NumPy using pip: |

## **Peformance Analysis:**

|  |
| --- |
| 1. Compressed Image  -The purpose of this operation is to compress the image matrix by reducing its dimensions while preserving important information.  - Approach: SVD is performed on the image matrix, and the singular value matrix and left and right singular vectors are truncated to retain only a subset of singular values and vectors. The compressed image is reconstructed using the truncated matrices.  - Implementation: This is achieved by using the `matrix\_decomposition` function to obtain the singular value decomposition of the image matrix, and then performing matrix multiplication operations to reconstruct the compressed image.  2. Pseudo-Inverse Matrix  - Calculating the pseudo-inverse of the image matrix is useful for various image processing tasks, such as image restoration and solving linear least squares problems.  - Approach: The pseudo-inverse is obtained by taking the reciprocal of non-zero singular values and performing matrix multiplication operations on the truncated singular vectors and singular value matrix.  - Implementation: This operation involves using the `matrix\_decomposition` function to obtain the SVD of the image matrix and then performing matrix multiplication operations to compute the pseudo-inverse.  3. Image Determinant  - Purpose: Calculating the determinant of the image matrix provides information about the volume scaling factor of the linear transformation represented by the matrix.  - Approach: The determinant of the image matrix is directly computed using the `matrix\_determinant` function.  - Implementation: This operation involves calling the `matrix\_determinant` function with the image matrix as input.  4. Optimal Threshold for Compression  - Determining the optimal threshold for compression is crucial for balancing between image quality and compression ratio.  - Approach: The optimal threshold is set as half of the rank of the image matrix.  - Implementation: This operation involves calling the `matrix\_rank` function to determine the rank of the image matrix and then computing the optimal threshold.  5. Singular Values and Image Rank  - Obtaining the singular values and rank of the image matrix provides insights into its structure and properties.  - Approach: The singular values are obtained using the `matrix\_decomposition` function, and the rank is determined using the `matrix\_rank` function.  - Implementation: These operations involve calling the `matrix\_decomposition` and `matrix\_rank` functions with the image matrix as input.  6. Image Norm  - Calculating the norm of the image matrix helps in quantifying its magnitude and behavior under compression.  - Approach: The 2-norm (largest singular value) of the image matrix is computed.  - Implementation: This operation involves calling the `matrix\_norm\_calculation\_2\_norm` function with the image matrix as input. |

## **Reflection:**

|  |
| --- |
| Developing a Python library has been a great learning experience for me. I got to explore programming concepts like modularization, documentation, and testing in depth. It was satisfying to see my library grow from an idea to a functional tool with proper documentation. This journey boosted my technical skills and gave me confidence in my ability to contribute to the Python community. |