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# Introduction

Over the last two decades Machine Learning (ML) has become one of the fastest growing technical fields with an estimated growth of 21% in 2022 compared to its previous year. (Rimol, 2021)

It managed to secure a position as one of the top fields in computer science for scientific research as well as enterprise adoption. ML combines concepts of linear algebra and statistics and applies them to large datasets to find patterns and generalizations in the data, which can be used to make predictions or classifications.

Leveraging these complex algorithms with the computational power of modern GPUs and CPUs, ML has seen application in a large variety of sectors ranging from medicine for diagnostics, to transportation for self-driving cars and e-commerce for shopping cart optimization. (Choy et al., 2018) The latter sector employs so called Recommender Systems (RS) with the goal of suggesting products that coincide with taste of the customer. With the advent of e-commerce, RSs have gained increasing interest from academia and especially the enterprise sector. (Singh, Choudhury, Dey, & Pramanik, 2021) RSs serve a major role for large tech corporations in engaging, retaining and enticing the user-base of their platform. (Jannach & Zanker, 2022) Netflix for example uses its own RS to suggest its users what movies they might be interested in. In order to incentivize research in the field of Recommender Systems, Netflix introduced the Netflix Prize in 2007: A dataset was made public with users and their movie ratings. The goal was to create a RS that would beat Netflix’ own RS at that time. For this challenge a prize pool of $1.000.000 was written out. (Bennett, Lanning, & others, 2007) To this day datasets of movie ratings remain a popular way to benchmark RSs.

Despite the wide use and success of Recommender Systems and Machine Learning in general, it still is a relatively new field with a lot of research opportunity. (Jordan & Mitchell, 2015) While Recommender Systems are considered integral to many online-platforms, their precision and accuracy often lack in comparison to other ML fields. This is, among other things, due to the nature of the data that Recommender Systems work with, which is often sparse. (Khusro, Ali, & Ullah, 2016) Consequently Recommender Systems are especially susceptible to bad data quality and therefore could profit from comprehensive data curation and monitoring. This lends itself to take a data-centric approach when building, deploying and maintaining a RS, which is one of the subject matters that the field of MLOps sets out to tackle. (Miranda, 2021)

MLOps emerged from the paradigm of DevOps and seeks to apply an automated and standardized approach to the lifecycle of ML applications, similar to what DevOps does for conventional Software. MLOps is attuned to the specific needs and problems of Machine Learning, such that its practices vary from those of DevOps, while still sharing the same goal of rapid and frequent deployment of Software. (Makinen, Skogstrom, Laaksonen, & Mikkonen, 2021) The effect of data quality on the ML model presupposes that data quality management is an integral part of every MLOps system, since data quality affects all aspects of the Machine Learning lifecycle. (Renggli et al., 2021) Detrimental data to the ML system’s performance can manifest itself in different ways.

One manifestation is Concept Drift (CD), which describes a changing outcome *y* to a constant input *x* over time. (Lu et al., 2018) Real world examples of CD could be changing house prices due to a fluctuating house market, or people changing their taste in movies because of aging or genre trends. Deteriorating RS performance due to CD can directly impact the health of the online platform it is used on, as the results of the RSs are reciprocated back to the user experience. For instance, if a movie streaming platform stops recommending appropriate movies to a user because it failed to adapt to the change in taste, the user might stop watching movies on that platform and eventually cancel their subscription. Issues of Concept Drift need to be addressed and mitigated to ensure user-base retention for online services. Additionally, it needs to be incorporated into a MLOps system to benefit from the maintainability, consistency and automation of a unified process.

The product of this work, called an artifact, will be the implementation of a Concept Drift-aware MLOps pipeline for a RS. CD-awareness meaning, that it possesses the ability to account for potential CD in the data.

This paper serves as a thorough documentation of the design of the artifact, which is based on a comprehensive dissection of scientific literature touching the topics of Recommender Systems, MLOps and Concept Drift. The result will then be qualitatively evaluated and discussed.

The MLOps pipeline will be realized with TensorFlow Extended (TFX), a package with various tools to orchestrate and monitor the ML lifecycle. (Baylor et al., 2017) A Deep & Cross Network RS will be implemented with the TensorFlow Recommenders Python API (TFRS). As the dataset, MovieLens 25M will be used, a collection of 25 million movie scores with 62.000 movies and 162.000 users. (Harper & Konstan, 2016)

In the scope of this work, one solution to CD will be designed that is derived from the literature. It is not a comparison and evaluation of various implementations of CD-awareness. This work does not entail a quantitative evaluation of the artifact, as the focus lies on a qualitative analysis of the prototype.

Lastly, the concept of Data Drift (DD) is not subject of this work and thus only will be touched in the context of Concept Drift.

The artifact will be built using the Design Science Research (DSR) methodology from Alan R. Hevner. (Hevner, March, Park, & Ram, 2004)

# State of Research

## Design Science Research

### Overview

Design Science is a research paradigm that stemmed out as a differentiation to Natural Science in STEM. Natural science, also referred to as Behavioral Science, is associated with fields like mathematics, physics, biology and chemistry. Its research methodology follows the objective of uncovering facts and theories about a persistent reality. Juxtaposed to the Natural Science lies the Design Science. Instead of uncovering rules and theories about the nature of reality, design science sets out to engineer and create artifacts with tools from scientific literature. Design Science is predominantly represented in the engineering and computer science fields, where proof of concepts (PoC) and prototypes are the result of a lot of academic works. Both Behavioral Science and Design Science have distinguished approaches on how to conduct research. Design Science Research contains a set of frameworks and best practices to manage academic work in the Design Science department. One of the more prominent methodologies is Alan R. Hevner’s “three cycles” of DSR. (Hevner et al., 2004) Hevner originally designed his framework to involve the research aspect more closely to the development process of Information Systems (IS). It consists of 3 cycles which are closely related to each other and serve to build an artifact. The three cycles are what Hevner argues separates Design Science from other research paradigms. (Hevner, 2007) The artifact is the eventual product of the academic work using DSR. Since its first publication in 2004, DSR has found application in a wide variety of fields that surpasses conventional engineering and computer science. This means that the term “artifact” has a broad definition and is consequently hard to delimit. Generally, an artifact means anything that emerges from Design Science Research. It could range from a theoretical model that was derived from other academic work, to a physical prototype or a production ready software system.

### The Cycles

## Recommender Systems

### Overview

### Deep & Cross Network Recommender System

### TensorFlow Recommenders (TFRS)

## MLOps

### Overview

### Concept Drift

### TFX (Maybe in Artefact)

# Artifact Design

(….)

## Herausforderung

(….)

## Auswahl relevanter Methoden

(….)

## Darstellung der (eigenen) Forschungsmethode
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# Anwendung des Forschungsansatzes
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## Umsetzung der Methode
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|  |  |  |
| --- | --- | --- |
|  | Aspekt 1 | Aspekt 2 |
| Kriterium 1 |  |  |
| Kriterium 2 |  |  |
| Kriterium 3 |  |  |
| Kriterium 4 |  |  |
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