**Executive summary**

Problem – How to assess unfair differentiation and illegal discrimination in AI systems?  
At NGO Algorithm Audit, we observe a persistent gap between concrete AI practice and legal non-discrimination requirements. Whether EU, US, or other region’s non-discrimination directives are applied to AI, one runs into difficulties: Under what circumstances can proxy-variables for protected characteristics, such as ethnicity, can justifiably be used? How to deal with AI systems that differentiate on the basis of characteristics that do not significantly correlate with protected grounds? And: How can we arrive at well-founded quantitative thresholds for measuring the fairness of AI? Answers require normative choices to be made on a case-by-case basis that are subjected to local social, political, and environmental factors. We therefore see an urgent need for reviewing AI’s quantitative features against the qualitative requirements of law and ethics, in a public and case-based manner.

Solution – Fairness through discussion: A deliberative way forward  
NGO Algorithm Audit proposes a deliberative method to assess discriminatory AI. We believe a multi-disciplinary, well-informed and open debate is the best way forward to review AI statistics according to the normative requirements of non-discrimination law. Hence, our submission is rooted in both the quantitative and qualitative reasoning paradigm to assess fair AI:

* **Quantitative:** We present an open-source bias scan tool, based on the KMeans Hierarchical Bias Aware Clustering (HBAC) algorithm[[1]](#footnote-1), to discover potentially discriminated groups of similar users in AI systems. This bias scan tool does not require *a priori* information about existing disparities and sensitive attributes. So, the tool can identify proxy discrimination, intersectional discrimination and new types of differentiation that evade non-discrimination law. For instance, differentiation based on browser type and house number (no protected characteristics), but which could still be perceived as unfair differentiation since it could reinforce social inequality[[2]](#footnote-2);
* **Qualitative:** We present a deliberative procedure to assess identified discrimination in AI models, for instance as detected by the KMeans HBAC bias scan tool. This includes AI factsheet that summarizes what model information is needed for a diverse and independent commission of multi-disciplinary experts to assess the case at hand. Our work is based on best practices from real-life case studies as conducted by NGO Algorithm Audit.

Our two-pronged quantitative-qualitative approach could be applied to all phases of the AI lifecycle, e.g., 1. conception phase, 2. pre-processing phase, 3. in-processing phase and 4. post-processing phase. To align with the scope of this challenge, we focus on the in-processing and post-processing phase of AI models.

Results – Building public knowledge by qualitative interpretation of quantitative AI metrics

In this report, four case studies are discussed that illustrate the need for qualitative interpretation of quantitative AI metrics. In the post-processing phase of the AI lifecycle, we apply our unsupervised bias scan tool to a BERT fake tweet detection tool and a RandomForest loan approval tool. In the in-processing phase of the AI lifecycle, we elaborate on a case study conducted by NGO Algorithm Audit concerning a discriminatory proxy-variable for ethnicity in a payment fraud prediction model as used by a large multinational e-commerce platform. We briefly describe the results generated from those three case studies.
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What is NGO Algorithm Audit?

Algorithm Audit is a young NGO that builds and shares public knowledge about ethical algorithms. Our main activity is to form independent audit commissions that give ethical advice on concrete algorithmic methods as used in the private and public sector. Additionally, in bringing together international experts from a range of disciplines and professional backgrounds, Algorithm Audit serves as a bottom-up European knowledge and advocacy platform for ethical ADM.
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