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# Введение

Лабораторная работа направлена на практическое освоение динамической структуры данных Очередь. С этой целью в лабораторной работе изучаются различные варианты структуры хранения очереди и разрабатываются методы и программы решения задач с использованием очередей. В качестве области приложений выбрана тема эффективной организации выполнения потока заданий на вычислительных системах.

Очередь характеризуется таким порядком обработки значений, при котором вставка новых элементов производится в конец очереди, а извлечение – из начала. Подобная организация данных широко встречается в различных приложениях. В качестве примера использования очереди предлагается задача разработки системы имитации однопроцессорной ЭВМ. Рассматриваемая в рамках лабораторной работы схема имитации является одной из наиболее простых моделей обслуживания заданий в вычислительной системе и обеспечивает тем самым лишь начальное ознакомление с проблемами моделирования и анализа эффективности функционирования реальных вычислительных систем.

# Постановка задачи

Для вычислительной системы (ВС) с одним процессором и однопрограммным последовательным режимом выполнения поступающих заданий требуется разработать программную систему для имитации процесса обслуживания заданий в ВС. При построении 47 модели функционирования ВС должны учитываться следующие основные моменты обслуживания заданий:

• генерация нового задания;

• постановка задания в очередь для ожидания момента освобождения процессора;

• выборка задания из очереди при освобождении процессора после обслуживания очередного задания.

По результатам проводимых вычислительных экспериментов система имитации должна выводить информацию об условиях проведения эксперимента (интенсивность потока заданий, размер очереди заданий, производительность процессора, число тактов имитации) и полученные в результате имитации показатели функционирования вычислительной системы, в т.ч.

• количество поступивших в ВС заданий;

• количество отказов в обслуживании заданий из-за переполнения очереди;

• среднее количество тактов выполнения заданий;

• количество тактов простоя процессора из-за отсутствия в очереди заданий для обслуживания.

Показатели функционирования вычислительной системы, получаемые при помощи систем имитации, могут использоваться для оценки эффективности применения ВС; по результатам анализа показателей могут быть приняты рекомендации о целесообразной модернизации характеристик ВС (например, при длительных простоях процессора и при отсутствии отказов от обслуживания заданий желательно повышение интенсивности потока обслуживаемых заданий и т.д.).

# Руководство программиста

## **Описание структуры программы**

Реализует операции:

int length;

T\* x;

int ind; //Индекс начала

int end; //Индекс конца

int count; //Количество

public:

TQueue(int size = 0);

TQueue(TQueue<T>& \_v);

~TQueue();

TQueue<T>& operator =(TQueue<T>& \_v);

void Push(T d); //Вставка элемента

T Get(); //Получение элемента

int Length();

int IsEmpty(void) const; // контроль пустоты

//Доп задания

inline int min\_elem(); //Поиск минимального элемента

inline int max\_elem(); //Поиск максимального элемента

inline void file(); //Запись в файл

# Эксперименты

# Заключение

Этап 1. Реализация программ поддержки очереди.

Этап 2. Реализация системы имитации обслуживания заданий.

Этап 3. Выполнение дополнительных заданий лабораторной работы.
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