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datacomplete<-as.data.frame(fread('amazon\_reviews\_us\_Automotive\_v1\_00.tsv'),stringsAsFactors = FALSE)

## Warning in fread("amazon\_reviews\_us\_Automotive\_v1\_00.tsv"): Found and  
## resolved improper quoting out-of-sample. First healed line 4209: <<US 35675398  
## R5YPUKJBX85J0 B005G82C8E 826586699 "THE E Z SLIDE SHADE" for Retractable  
## Sunshades Available for All Car Models. Please send the model and car year.  
## Automotive 5 5 6 N Y Best choice on the market. This is so convenient!!! I live  
## in phoenix AZ where the internal temperature of cars can bake cookies. literally  
## look it up on YouTube. I hate fussing with all the sun shades putting them  
## behind the seat where half the time you just don't use them. I looked at other  
## styles of permanent sun >>. If the fields are not quoted (e.g. field separator  
## does not appear within any field), try quote="" to avoid this warning.

summary(datacomplete)

## marketplace customer\_id review\_id product\_id   
## Length:3514942 Min. : 10004 Length:3514942 Length:3514942   
## Class :character 1st Qu.:13048596 Class :character Class :character   
## Mode :character Median :24033489 Mode :character Mode :character   
## Mean :25958150   
## 3rd Qu.:40529903   
## Max. :53096570   
## product\_parent product\_title product\_category star\_rating   
## Min. : 771 Length:3514942 Length:3514942 Min. :1.000   
## 1st Qu.:249665847 Class :character Class :character 1st Qu.:4.000   
## Median :501137686 Mode :character Mode :character Median :5.000   
## Mean :500572179 Mean :4.246   
## 3rd Qu.:752072414 3rd Qu.:5.000   
## Max. :999998981 Max. :5.000   
## helpful\_votes total\_votes vine verified\_purchase   
## Min. : 0.00 Min. : 0.000 Length:3514942 Length:3514942   
## 1st Qu.: 0.00 1st Qu.: 0.000 Class :character Class :character   
## Median : 0.00 Median : 0.000 Mode :character Mode :character   
## Mean : 1.04 Mean : 1.328   
## 3rd Qu.: 1.00 3rd Qu.: 1.000   
## Max. :26132.00 Max. :26382.000   
## review\_headline review\_body review\_date   
## Length:3514942 Length:3514942 Min. :1999-10-24   
## Class :character Class :character 1st Qu.:2013-10-03   
## Mode :character Mode :character Median :2014-09-16   
## Mean :2014-04-28   
## 3rd Qu.:2015-03-26   
## Max. :2015-08-31

datacomplete$reviewlength <- nchar(datacomplete$review\_body)  
  
#Highest rated products.  
top\_rated\_products <- datacomplete %>%  
 group\_by(product\_id) %>%   
 summarize(count\_votes = n()) %>%   
 arrange(desc(count\_votes))  
  
top\_rated\_products1 <- top\_rated\_products[top\_rated\_products$count\_votes > 15 ,]  
summary(top\_rated\_products1)

## product\_id count\_votes   
## Length:35977 Min. : 16.00   
## Class :character 1st Qu.: 20.00   
## Mode :character Median : 29.00   
## Mean : 51.59   
## 3rd Qu.: 50.00   
## Max. :4894.00

head(top\_rated\_products1)

## # A tibble: 6 x 2  
## product\_id count\_votes  
## <chr> <int>  
## 1 B005NLQAHS 4894  
## 2 B000CITK8S 4422  
## 3 B001LHVOVK 3694  
## 4 B00068XCQU 2688  
## 5 B001AIZ5HY 2483  
## 6 B00080QHMM 2069

data<- datacomplete[datacomplete$product\_id %in% top\_rated\_products1$product\_id ,]  
  
  
#Data Prep  
data<-na.omit(data)  
  
#removing zero text values   
zerotext<-data[data$reviewlength == 0 ,]  
head(zerotext)

## marketplace customer\_id review\_id product\_id product\_parent  
## 8434 US 106658 R2YRPPVXX4FKDA B00IZNZOYQ 912240060  
## 9245 US 9070651 R1QEOB3F7KK3YC B00JVUFDOS 202897838  
## 11956 US 3101982 R3LSPIC5GOS1VY B000SOM9GQ 681787945  
## 12285 US 131918 R4TJBG8RSOBAQ B008QPTV2E 874881828  
## 12434 US 33866189 R176S6P5M6G8OX B00SH33WJ8 989335268  
## 13864 US 5261620 R3DG4KH9TS2LTC B00FMOJZHS 555735953  
## product\_title  
## 8434 ABN 4 Cylinder Toyota/Lexus Oil Filter Wrench for Prius, Prius V, Corolla, Matrix, Scion, Lexus 15620-31060 15620-36020  
## 9245 Rough Country Suspension 70507 Curved LED Light Windshield Mount  
## 11956 Bell 22-1-45915-8 Anti-Theft License Plate Fastener  
## 12285 HELLA SLOW Decal SLOW AS FCK JDM Euro Funny Car Window Bumper Vinyl Sticker (package Come with hand decal) stickerciti brand  
## 12434 HOT SYSTEM 12V 3156 3157 3757 4157 54-SMD LED Light bulbs For Car Tail Light Backup Light Turn signal light 2-pack  
## 13864 Hi-Lift HM-800 Hood Mount for Jeep JK  
## product\_category star\_rating helpful\_votes total\_votes vine  
## 8434 Automotive 1 2 3 N  
## 9245 Automotive 5 0 0 N  
## 11956 Automotive 1 11 12 N  
## 12285 Automotive 5 1 1 N  
## 12434 Automotive 1 5 5 N  
## 13864 Automotive 5 0 0 N  
## verified\_purchase review\_headline review\_body review\_date reviewlength  
## 8434 Y Useless tool 2015-08-30 0  
## 9245 Y Five Stars 2015-08-30 0  
## 11956 Y One Star 2015-08-29 0  
## 12285 Y Five Stars 2015-08-29 0  
## 12434 Y One Star 2015-08-29 0  
## 13864 Y Five Stars 2015-08-29 0

data<-data[data$reviewlength != 0,]  
  
  
#filtering out non verified purchases  
vpcount = table(data$verified\_purchase)  
vpcount = as.data.frame(vpcount)  
names(vpcount)[1] = 'Verified purchase'  
head(vpcount)

## Verified purchase Freq  
## 1 N 147791  
## 2 Y 1708112

datavp<-data[data$verified\_purchase != 'N' & data$product\_id %in% top\_rated\_products1$product\_id,]  
datavp$star\_rating <- ordered(datavp$star\_rating, levels = c("5", "4", "3", "2", "1"))  
  
  
table(datavp$verified\_purchase)

##   
## Y   
## 1708112

summary(datavp$reviewlength)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.0 55.0 131.0 213.2 251.0 27177.0

glimpse(datavp)

## Rows: 1,708,112  
## Columns: 16  
## $ marketplace <chr> "US", "US", "US", "US", "US", "US", "US", "US", "US"~  
## $ customer\_id <int> 42462164, 52570308, 184627, 40946484, 35335277, 2583~  
## $ review\_id <chr> "R3NORADVJO6IE6", "R2DA9DOT03UW6I", "R1DB5DA7CWWTI8"~  
## $ product\_id <chr> "B000C7S0TO", "B000GKD5NI", "B0002JMAKW", "B000C5CEK~  
## $ product\_parent <int> 907684644, 105401756, 267002949, 389524802, 81681544~  
## $ product\_title <chr> "Spectra Premium CU1909 Complete Radiator for Toyota~  
## $ product\_category <chr> "Automotive", "Automotive", "Automotive", "Automotiv~  
## $ star\_rating <ord> 5, 5, 5, 5, 4, 5, 5, 5, 3, 1, 5, 1, 5, 5, 5, 5, 5, 4~  
## $ helpful\_votes <int> 0, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 2~  
## $ total\_votes <int> 0, 3, 0, 0, 0, 0, 0, 0, 0, 3, 0, 0, 0, 0, 0, 0, 0, 2~  
## $ vine <chr> "N", "N", "N", "N", "N", "N", "N", "N", "N", "N", "N~  
## $ verified\_purchase <chr> "Y", "Y", "Y", "Y", "Y", "Y", "Y", "Y", "Y", "Y", "Y~  
## $ review\_headline <chr> "Five Stars", "Good for the price. Fits fairly good ~  
## $ review\_body <chr> "Put it in fine, no problems. Shipping was decent 5 ~  
## $ review\_date <date> 2015-08-31, 2015-08-31, 2015-08-31, 2015-08-31, 201~  
## $ reviewlength <int> 56, 691, 41, 161, 431, 96, 132, 156, 35, 294, 47, 90~

#Stratified Sampling  
set.seed(1000)  
options(stringsASFacgtors = FALSE)  
sr1<- filter(datavp, star\_rating == 1)  
sr2<- filter(datavp, star\_rating == 2)  
sr3<- filter(datavp, star\_rating == 3)  
sr4<- filter(datavp, star\_rating == 4)  
sr5<- filter(datavp, star\_rating == 5)  
  
sampledata1<- sample\_n(sr1,1000 , replace = FALSE)  
sampledata2<- sample\_n(sr2,1000 , replace = FALSE)  
sampledata3<- sample\_n(sr3,1000 , replace = FALSE)  
sampledata4<- sample\_n(sr4,1000 , replace = FALSE)  
sampledata5<- sample\_n(sr5,1000 , replace = FALSE)  
  
sampledata <- rbind(sampledata1, sampledata2, sampledata3, sampledata4, sampledata5)  
sampledata <- data.table(rating = sampledata$star\_rating ,review = sampledata$review\_body , reviewlength = sampledata$reviewlength)  
  
  
set.seed(1002)  
indexes<- createDataPartition(sampledata$rating, times = 1 ,p = 0.7, list = FALSE)  
train<-sampledata[indexes,]  
test <- sampledata[-indexes,]

#Preprocessing Pipeline  
#1. Tokenize  
#2. lower casing  
#3. stop word removal  
#4. Stemming  
#5. Adding Bigrams  
#6. Transform to DFM  
#7. Ensure Test and train DFM have the same features  
  
#tokenization and cleaning  
  
  
train.tokens <- tokens(train$review,what = "word", remove\_numbers = TRUE, remove\_punct = TRUE, split\_hyphens = TRUE, remove\_symbols = TRUE)  
  
  
train.tokens <- tokens\_tolower(train.tokens)  
  
train.tokens[[105]]

## [1] "the" "part" "about" "supporting"   
## [5] "most" "obd1" "cars" "is"   
## [9] "a" "flat" "out" "lie"   
## [13] "i" "tested" "it" "on"   
## [17] "several" "gm" "obd1" "cars"   
## [21] "and" "none" "worked" "accurately"   
## [25] "there" "is" "no" "data"   
## [29] "error" "checking" "so" "you"   
## [33] "can" "get" "false" "different"   
## [37] "data" "just" "by" "selecting"   
## [41] "different" "vehicles" "on" "the"   
## [45] "same" "car" "i" "had"   
## [49] "different" "sets" "of" "results"   
## [53] "on" "a" "firebird" "v8"   
## [57] "and" "none" "were" "accurate"   
## [61] "when" "compared" "with" "a"   
## [65] "real" "gm" "tech2" "scan"   
## [69] "tool" "selecting" "the" "correct"   
## [73] "vehicle" "did" "not" "even"   
## [77] "work" "it" "reported" "invalid"   
## [81] "setting" "a" "very" "detailed"   
## [85] "investigation" "revealed" "that" "the"   
## [89] "tool" "was" "using" "gm"   
## [93] "truck" "specs" "for" "the"   
## [97] "firebird" "br" "br" "obd2"   
## [101] "performance" "was" "correct" "but"   
## [105] "the" "features" "are" "very"   
## [109] "limited" "you" "can" "get"   
## [113] "the" "same" "features" "elsewhere"   
## [117] "for" "less" "than" "half"   
## [121] "the" "cost" "of" "this"   
## [125] "scan" "tool" "real" "time"   
## [129] "sensor" "status" "data" "not"   
## [133] "include" "in" "this" "tool"   
## [137] "for" "example" "can" "be"   
## [141] "bought" "for" "about" "from"   
## [145] "other" "manufacturers" "br" "br"   
## [149] "i" "returned" "it" "promptly"

train.tokens<- tokens\_select(train.tokens, stopwords(), selection = "remove")  
  
train.tokens[[105]]

## [1] "part" "supporting" "obd1" "cars"   
## [5] "flat" "lie" "tested" "several"   
## [9] "gm" "obd1" "cars" "none"   
## [13] "worked" "accurately" "data" "error"   
## [17] "checking" "can" "get" "false"   
## [21] "different" "data" "just" "selecting"   
## [25] "different" "vehicles" "car" "different"   
## [29] "sets" "results" "firebird" "v8"   
## [33] "none" "accurate" "compared" "real"   
## [37] "gm" "tech2" "scan" "tool"   
## [41] "selecting" "correct" "vehicle" "even"   
## [45] "work" "reported" "invalid" "setting"   
## [49] "detailed" "investigation" "revealed" "tool"   
## [53] "using" "gm" "truck" "specs"   
## [57] "firebird" "br" "br" "obd2"   
## [61] "performance" "correct" "features" "limited"   
## [65] "can" "get" "features" "elsewhere"   
## [69] "less" "half" "cost" "scan"   
## [73] "tool" "real" "time" "sensor"   
## [77] "status" "data" "include" "tool"   
## [81] "example" "can" "bought" "manufacturers"  
## [85] "br" "br" "returned" "promptly"

train.tokens<- tokens\_wordstem(train.tokens, language = "english")  
  
train.tokens[[105]]

## [1] "part" "support" "obd1" "car" "flat"   
## [6] "lie" "test" "sever" "gm" "obd1"   
## [11] "car" "none" "work" "accur" "data"   
## [16] "error" "check" "can" "get" "fals"   
## [21] "differ" "data" "just" "select" "differ"   
## [26] "vehicl" "car" "differ" "set" "result"   
## [31] "firebird" "v8" "none" "accur" "compar"   
## [36] "real" "gm" "tech2" "scan" "tool"   
## [41] "select" "correct" "vehicl" "even" "work"   
## [46] "report" "invalid" "set" "detail" "investig"   
## [51] "reveal" "tool" "use" "gm" "truck"   
## [56] "spec" "firebird" "br" "br" "obd2"   
## [61] "perform" "correct" "featur" "limit" "can"   
## [66] "get" "featur" "elsewher" "less" "half"   
## [71] "cost" "scan" "tool" "real" "time"   
## [76] "sensor" "status" "data" "includ" "tool"   
## [81] "exampl" "can" "bought" "manufactur" "br"   
## [86] "br" "return" "prompt"

#bag of words  
  
train.tokens.dfm <-dfm(train.tokens, tolower = FALSE)  
  
train.tokens.matrix <- as.matrix(train.tokens.dfm)  
  
view(train.tokens.matrix[1:10, 1:100])  
  
dim(train.tokens.matrix)

## [1] 3500 6391

colnames(train.tokens.matrix)[1:25]

## [1] "great" "batteri" "long" "buy" "author"   
## [6] "dealer" "amazon" "void" "warranti" "one"   
## [11] "went" "bad" "just" "year" "free"   
## [16] "replac" "unusu" "optima" "manufactur" "honor"   
## [21] "distributor" "show" "link" "advert" "contact"

train.tokens.dfm

## Document-feature matrix of: 3,500 documents, 6,391 features (99.7% sparse).  
## features  
## docs great batteri long buy author dealer amazon void warranti one  
## text1 1 2 1 1 2 1 4 1 4 1  
## text2 0 0 0 0 0 0 0 0 0 0  
## text3 0 0 0 0 0 0 0 0 0 1  
## text4 0 0 0 0 0 0 0 0 0 0  
## text5 0 0 0 0 0 0 0 0 0 0  
## text6 0 0 0 0 0 0 0 0 0 0  
## [ reached max\_ndoc ... 3,494 more documents, reached max\_nfeat ... 6,381 more features ]

#Cross Validation  
train.tokens.df <-cbind(rating = train$rating, convert(train.tokens.dfm, to = "data.frame"))  
  
#clean column names.   
names(train.tokens.df) <- make.names(names(train.tokens.df))  
# drops <- c("document")  
# train.tokens.df <- train.tokens.df[ , !(names(train.tokens.df) %in% drops)]  
  
# use caret to create stratified(because the data is not balanced) folds for 10-fold cross validation repeated 3 times  
set.seed(33445)  
cv.folds<-createMultiFolds(train$rating, k = 10, times = 3)  
  
cv.cntrl<- trainControl(method = "repeatedcv", number = 10, repeats = 3, index = cv.folds)  
  
#timing the code execution  
start.time <- Sys.time()  
  
#make a cluster to work on 8 logical cores  
cl<-makeCluster(4, type = "SOCK")  
registerDoSNOW(cl)  
  
 drops <- c("document")  
 train.tokens.df <- train.tokens.df[ , !(names(train.tokens.df) %in% drops)]  
  
rpart.cv.1 <- train(rating ~ ., data = train.tokens.df, method = "rpart", trControl = cv.cntrl, tuneLength = 7)  
svmLinear3.cv.1<- train(rating ~., data = train.tokens.df, method = "svmLinear3", trControl = cv.cntrl, tuneLength = 7)  
  
  
stopCluster(cl)  
  
#Execution time  
total.time<- Sys.time() - start.time  
total.time

## Time difference of 13.86043 mins

svmLinear3.cv.1

## L2 Regularized Support Vector Machine (dual) with Linear Kernel   
##   
## 3500 samples  
## 6391 predictors  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## cost Loss Accuracy Kappa   
## 0.25 L1 0.3861905 0.2327381  
## 0.25 L2 0.3845714 0.2307143  
## 0.50 L1 0.3786667 0.2233333  
## 0.50 L2 0.3780952 0.2226190  
## 1.00 L1 0.3735238 0.2169048  
## 1.00 L2 0.3752381 0.2190476  
## 2.00 L1 0.3704762 0.2130952  
## 2.00 L2 0.3715238 0.2144048  
## 4.00 L1 0.3704762 0.2130952  
## 4.00 L2 0.3707619 0.2134524  
## 8.00 L1 0.3705714 0.2132143  
## 8.00 L2 0.3709524 0.2136905  
## 16.00 L1 0.3704762 0.2130952  
## 16.00 L2 0.3719048 0.2148810  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were cost = 0.25 and Loss = L1.

rpart.cv.1

## CART   
##   
## 3500 samples  
## 6391 predictors  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## cp Accuracy Kappa   
## 0.006071429 0.3176190 0.14702381  
## 0.007678571 0.3007619 0.12595238  
## 0.007857143 0.2956190 0.11952381  
## 0.010000000 0.2825714 0.10321429  
## 0.013035714 0.2687619 0.08595238  
## 0.024285714 0.2527619 0.06595238  
## 0.056428571 0.2161905 0.02023810  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was cp = 0.006071429.

#TFIDF  
#term frequency  
term.frequency <- function(row){  
 row / sum(row)  
 }  
  
#inverse document frequency  
inverse.doc.freq<- function(col){  
 corpus.size<- length(col)  
 doc.count<- length(which(col>0))  
 log10(corpus.size /doc.count)  
   
}  
  
tf.idf <- function(tf, idf){  
 tf\*idf  
}  
  
#normalize documents through TF  
train.tokens.df <- apply(train.tokens.matrix, 1, term.frequency)  
dim(train.tokens.df)

## [1] 6391 3500

view(train.tokens.df [1:20, 1:100])  
  
#Calculating the Inverse Document Frequency vector  
train.tokens.idf<-apply(train.tokens.matrix ,2, inverse.doc.freq)  
str(train.tokens.idf)

## Named num [1:6391] 0.852 1.451 1.386 1.077 2.845 ...  
## - attr(\*, "names")= chr [1:6391] "great" "batteri" "long" "buy" ...

#calculate tf-idf of our training data  
train.tokens.tfidf <- apply(train.tokens.df, 2, tf.idf, idf = train.tokens.idf)  
dim(train.tokens.tfidf)

## [1] 6391 3500

view(train.tokens.tfidf [1:25, 1:25])  
  
#transpose the matrix  
train.tokens.tfidf <- t(train.tokens.tfidf)  
dim(train.tokens.tfidf)

## [1] 3500 6391

view(train.tokens.tfidf [1:25, 1:25])  
  
#check for incomplete cases  
incomplete.cases<-which(!complete.cases(train.tokens.tfidf))  
train$review[incomplete.cases]

## [1] "It Is What It Is." "A+"

#Replace all in incomplete cases with a 0.0  
train.tokens.tfidf[incomplete.cases,]<- rep(0.0, ncol(train.tokens.tfidf))  
dim(train.tokens.tfidf)

## [1] 3500 6391

sum(which(!complete.cases(train.tokens.tfidf)))

## [1] 0

#Final tfidf data frame  
train.tokens.tfidf.df <- cbind(rating = train$rating, data.frame(train.tokens.tfidf))  
names(train.tokens.tfidf.df) <- make.names(names(train.tokens.tfidf.df))  
view(train.tokens.tfidf.df [1:25, 1:25])

set.seed(33445)  
cv.folds<-createMultiFolds(train$rating, k = 10, times = 3)  
  
cv.cntrl<- trainControl(method = "repeatedcv", number = 10, repeats = 3, index = cv.folds)  
  
#timing the code execution  
start.time <- Sys.time()  
  
# make a cluster to work on 8 logical cores  
cl<-makeCluster(4, type = "SOCK")  
registerDoSNOW(cl)  
  
drops <- c("document")  
train.tokens.df <- train.tokens.df[ , !(names(train.tokens.df) %in% drops)]  
  
  
rpart.cv.2<- train(rating ~ ., data = train.tokens.tfidf.df, method = "rpart", trControl = cv.cntrl, tuneLength = 7)  
svmLinear3.cv.2<- train(rating ~., data = train.tokens.tfidf.df, method = "svmLinear3", trControl = cv.cntrl, tuneLength = 7)  
  
  
stopCluster(cl)  
  
#Execution time  
total.time2<- Sys.time() - start.time  
total.time2

## Time difference of 8.14405 mins

rpart.cv.1

## CART   
##   
## 3500 samples  
## 6391 predictors  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## cp Accuracy Kappa   
## 0.006071429 0.3176190 0.14702381  
## 0.007678571 0.3007619 0.12595238  
## 0.007857143 0.2956190 0.11952381  
## 0.010000000 0.2825714 0.10321429  
## 0.013035714 0.2687619 0.08595238  
## 0.024285714 0.2527619 0.06595238  
## 0.056428571 0.2161905 0.02023810  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was cp = 0.006071429.

rpart.cv.2

## CART   
##   
## 3500 samples  
## 6391 predictors  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## cp Accuracy Kappa   
## 0.006250000 0.3205714 0.15071429  
## 0.006785714 0.3174286 0.14678571  
## 0.007678571 0.3100952 0.13761905  
## 0.009821429 0.2919048 0.11488095  
## 0.017678571 0.2677143 0.08464286  
## 0.026071429 0.2505714 0.06321429  
## 0.052857143 0.2215238 0.02690476  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was cp = 0.00625.

svmLinear3.cv.1

## L2 Regularized Support Vector Machine (dual) with Linear Kernel   
##   
## 3500 samples  
## 6391 predictors  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## cost Loss Accuracy Kappa   
## 0.25 L1 0.3861905 0.2327381  
## 0.25 L2 0.3845714 0.2307143  
## 0.50 L1 0.3786667 0.2233333  
## 0.50 L2 0.3780952 0.2226190  
## 1.00 L1 0.3735238 0.2169048  
## 1.00 L2 0.3752381 0.2190476  
## 2.00 L1 0.3704762 0.2130952  
## 2.00 L2 0.3715238 0.2144048  
## 4.00 L1 0.3704762 0.2130952  
## 4.00 L2 0.3707619 0.2134524  
## 8.00 L1 0.3705714 0.2132143  
## 8.00 L2 0.3709524 0.2136905  
## 16.00 L1 0.3704762 0.2130952  
## 16.00 L2 0.3719048 0.2148810  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were cost = 0.25 and Loss = L1.

svmLinear3.cv.2

## L2 Regularized Support Vector Machine (dual) with Linear Kernel   
##   
## 3500 samples  
## 6391 predictors  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## cost Loss Accuracy Kappa   
## 0.25 L1 0.4033333 0.2541667  
## 0.25 L2 0.4075238 0.2594048  
## 0.50 L1 0.4012381 0.2515476  
## 0.50 L2 0.4029524 0.2536905  
## 1.00 L1 0.4009524 0.2511905  
## 1.00 L2 0.3954286 0.2442857  
## 2.00 L1 0.3946667 0.2433333  
## 2.00 L2 0.3858095 0.2322619  
## 4.00 L1 0.3875238 0.2344048  
## 4.00 L2 0.3718095 0.2147619  
## 8.00 L1 0.3753333 0.2191667  
## 8.00 L2 0.3603810 0.2004762  
## 16.00 L1 0.3639048 0.2048810  
## 16.00 L2 0.3548571 0.1935714  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were cost = 0.25 and Loss = L2.

#bi-gram (increasing the size of our matrix)  
train.tokens<- tokens\_ngrams(train.tokens, n = 1:2)  
  
train.tokens[[105]]

## [1] "part" "support" "obd1"   
## [4] "car" "flat" "lie"   
## [7] "test" "sever" "gm"   
## [10] "obd1" "car" "none"   
## [13] "work" "accur" "data"   
## [16] "error" "check" "can"   
## [19] "get" "fals" "differ"   
## [22] "data" "just" "select"   
## [25] "differ" "vehicl" "car"   
## [28] "differ" "set" "result"   
## [31] "firebird" "v8" "none"   
## [34] "accur" "compar" "real"   
## [37] "gm" "tech2" "scan"   
## [40] "tool" "select" "correct"   
## [43] "vehicl" "even" "work"   
## [46] "report" "invalid" "set"   
## [49] "detail" "investig" "reveal"   
## [52] "tool" "use" "gm"   
## [55] "truck" "spec" "firebird"   
## [58] "br" "br" "obd2"   
## [61] "perform" "correct" "featur"   
## [64] "limit" "can" "get"   
## [67] "featur" "elsewher" "less"   
## [70] "half" "cost" "scan"   
## [73] "tool" "real" "time"   
## [76] "sensor" "status" "data"   
## [79] "includ" "tool" "exampl"   
## [82] "can" "bought" "manufactur"   
## [85] "br" "br" "return"   
## [88] "prompt" "part\_support" "support\_obd1"   
## [91] "obd1\_car" "car\_flat" "flat\_lie"   
## [94] "lie\_test" "test\_sever" "sever\_gm"   
## [97] "gm\_obd1" "obd1\_car" "car\_none"   
## [100] "none\_work" "work\_accur" "accur\_data"   
## [103] "data\_error" "error\_check" "check\_can"   
## [106] "can\_get" "get\_fals" "fals\_differ"   
## [109] "differ\_data" "data\_just" "just\_select"   
## [112] "select\_differ" "differ\_vehicl" "vehicl\_car"   
## [115] "car\_differ" "differ\_set" "set\_result"   
## [118] "result\_firebird" "firebird\_v8" "v8\_none"   
## [121] "none\_accur" "accur\_compar" "compar\_real"   
## [124] "real\_gm" "gm\_tech2" "tech2\_scan"   
## [127] "scan\_tool" "tool\_select" "select\_correct"   
## [130] "correct\_vehicl" "vehicl\_even" "even\_work"   
## [133] "work\_report" "report\_invalid" "invalid\_set"   
## [136] "set\_detail" "detail\_investig" "investig\_reveal"   
## [139] "reveal\_tool" "tool\_use" "use\_gm"   
## [142] "gm\_truck" "truck\_spec" "spec\_firebird"   
## [145] "firebird\_br" "br\_br" "br\_obd2"   
## [148] "obd2\_perform" "perform\_correct" "correct\_featur"   
## [151] "featur\_limit" "limit\_can" "can\_get"   
## [154] "get\_featur" "featur\_elsewher" "elsewher\_less"   
## [157] "less\_half" "half\_cost" "cost\_scan"   
## [160] "scan\_tool" "tool\_real" "real\_time"   
## [163] "time\_sensor" "sensor\_status" "status\_data"   
## [166] "data\_includ" "includ\_tool" "tool\_exampl"   
## [169] "exampl\_can" "can\_bought" "bought\_manufactur"  
## [172] "manufactur\_br" "br\_br" "br\_return"   
## [175] "return\_prompt"

#transform to dfm and then a a matrix  
train.tokens.dfm <-dfm(train.tokens, tolower = FALSE)  
train.tokens.matrix <- as.matrix(train.tokens.dfm)  
train.tokens.dfm

## Document-feature matrix of: 3,500 documents, 68,370 features (99.9% sparse).  
## features  
## docs ya good qualiti guess trick stuck shape even rectangular fit  
## text1 0 1 0 0 0 0 0 0 0 0  
## text2 0 0 0 0 0 0 0 0 0 2  
## text3 0 0 0 0 0 0 0 0 0 0  
## text4 0 0 0 0 0 0 0 0 0 0  
## text5 0 0 0 0 0 0 0 0 0 0  
## text6 0 0 0 0 0 0 0 0 0 1  
## [ reached max\_ndoc ... 3,494 more documents, reached max\_nfeat ... 68,360 more features ]

#normalize all the documents via TF  
train.tokens.df<- apply(train.tokens.matrix, 1, term.frequency)  
  
  
  
#Calculating the Inverse Document Frequency vector  
train.tokens.idf<-apply(train.tokens.matrix ,2, inverse.doc.freq)  
  
#calculate tf-idf of our training data  
train.tokens.tfidf <- apply(train.tokens.df, 2, tf.idf, idf = train.tokens.idf)  
  
#transpose the matrix  
train.tokens.tfidf <- t(train.tokens.tfidf)  
  
#check for incomplete cases  
incomplete.cases<-which(!complete.cases(train.tokens.tfidf))  
train$review[incomplete.cases]

## [1] "It Is What It Is." "A+"

#Replace all in incomplete cases with a 0.0  
train.tokens.tfidf[incomplete.cases,]<- rep(0.0, ncol(train.tokens.tfidf))  
sum(which(!complete.cases(train.tokens.tfidf)))

## [1] 0

#Final tfidf data frame  
train.tokens.tfidf.df <- cbind(rating = train$rating, data.frame(train.tokens.tfidf))  
names(train.tokens.tfidf.df) <- make.names(names(train.tokens.tfidf.df))  
  
#applying LSA to extract relationships in our term-document Matrix and reduce dimensionality  
  
  
#Perform SVD to reduce dimentinality down to 300 columns  
#transpose our document term matrix to make it into a term document matrix to apply irlba function  
  
start.time<-Sys.time()  
train.irlba <-irlba(t(train.tokens.tfidf), nv = 200, maxit = 400)  
  
total.time3 <- Sys.time() -start.time  
total.time3

## Time difference of 11.84252 mins

train.svd<- data.frame(rating = train$rating, train.irlba$v)  
start.time<-Sys.time()  
  
cl<-makeCluster(4, type = "SOCK")  
registerDoSNOW(cl)  
rf.cv.1<- train(rating ~ ., data = train.svd, method = "rf", trControl = cv.cntrl, tuneLength = 7)  
stopCluster(cl)  
total.time3 <- Sys.time() -start.time  
total.time3

## Time difference of 40.92469 mins

rf.cv.1

## Random Forest   
##   
## 3500 samples  
## 200 predictor  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## mtry Accuracy Kappa   
## 2 0.3485714 0.1857143  
## 35 0.3697143 0.2121429  
## 68 0.3720952 0.2151190  
## 101 0.3669524 0.2086905  
## 134 0.3687619 0.2109524  
## 167 0.3630476 0.2038095  
## 200 0.3687619 0.2109524  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was mtry = 68.

#Adding text length feature to see if it improves our model  
train.svd$reviewlength <- train$reviewlength  
  
start.time<- Sys.time()  
  
cl<-makeCluster(4, type = "SOCK")  
registerDoSNOW(cl)  
  
# Rerun the training with additional feature.  
  
rf.cv.2 <- train(rating ~ ., data = train.svd, method = "rf", trControl = cv.cntrl, tuneLength = 7, importance = TRUE)  
  
stopCluster(cl)  
  
totaltime5<- Sys.time() - start.time  
totaltime5

## Time difference of 1.299554 hours

confusionMatrix(train.svd$rating, rf.cv.2$finalModel$predicted)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 5 4 3 2 1  
## 5 308 167 84 90 51  
## 4 192 183 136 120 69  
## 3 66 147 193 174 120  
## 2 48 79 152 213 208  
## 1 28 53 77 188 354  
##   
## Overall Statistics  
##   
## Accuracy : 0.3574   
## 95% CI : (0.3415, 0.3736)  
## No Information Rate : 0.2291   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.1968   
##   
## Mcnemar's Test P-Value : 1.301e-06   
##   
## Statistics by Class:  
##   
## Class: 5 Class: 4 Class: 3 Class: 2 Class: 1  
## Sensitivity 0.4798 0.29094 0.30062 0.27134 0.4414  
## Specificity 0.8628 0.81992 0.82260 0.82063 0.8718  
## Pos Pred Value 0.4400 0.26143 0.27571 0.30429 0.5057  
## Neg Pred Value 0.8807 0.84071 0.83964 0.79571 0.8400  
## Prevalence 0.1834 0.17971 0.18343 0.22429 0.2291  
## Detection Rate 0.0880 0.05229 0.05514 0.06086 0.1011  
## Detection Prevalence 0.2000 0.20000 0.20000 0.20000 0.2000  
## Balanced Accuracy 0.6713 0.55543 0.56161 0.54598 0.6566

# using Linear SVM   
  
cl<-makeCluster(4, type = "SOCK")  
registerDoSNOW(cl)  
  
start.time<- Sys.time()  
  
svmLinear3.cv.4<- train(rating ~., data = train.svd, method = "svmLinear3", trControl = cv.cntrl, tuneLength = 7)  
  
stopCluster(cl)  
  
totaltime4<- Sys.time() - start.time  
totaltime4

## Time difference of 23.06691 mins

svmLinear3.cv.4

## L2 Regularized Support Vector Machine (dual) with Linear Kernel   
##   
## 3500 samples  
## 201 predictor  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## cost Loss Accuracy Kappa   
## 0.25 L1 0.2303810 0.03797619  
## 0.25 L2 0.2312381 0.03904762  
## 0.50 L1 0.2380000 0.04750000  
## 0.50 L2 0.2312381 0.03904762  
## 1.00 L1 0.2365714 0.04571429  
## 1.00 L2 0.2312381 0.03904762  
## 2.00 L1 0.2444762 0.05559524  
## 2.00 L2 0.2312381 0.03904762  
## 4.00 L1 0.2433333 0.05416667  
## 4.00 L2 0.2312381 0.03904762  
## 8.00 L1 0.2352381 0.04404762  
## 8.00 L2 0.2312381 0.03904762  
## 16.00 L1 0.2462857 0.05785714  
## 16.00 L2 0.2312381 0.03904762  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were cost = 16 and Loss = L1.

# using KNN   
  
cl <- makeCluster(4, type = "SOCK")  
registerDoSNOW(cl)  
  
start.time<- Sys.time()  
  
knn.cv.2<- train(rating ~., data = train.svd, method = "knn", trControl = cv.cntrl, tuneLength = 7)  
  
stopCluster(cl)  
  
totaltime4<- Sys.time() - start.time  
totaltime4

## Time difference of 33.01372 secs

knn.cv.2

## k-Nearest Neighbors   
##   
## 3500 samples  
## 201 predictor  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## k Accuracy Kappa   
## 5 0.2207619 0.02595238  
## 7 0.2159048 0.01988095  
## 9 0.2186667 0.02333333  
## 11 0.2248571 0.03107143  
## 13 0.2155238 0.01940476  
## 15 0.2141905 0.01773810  
## 17 0.2146667 0.01833333  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was k = 11.

#feature importance and feature engineering  
varImpPlot(rf.cv.1$finalModel)
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varImpPlot(rf.cv.2$finalModel)
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#cosine similarity  
train.similarites <- cosine(t(as.matrix(train.svd[, -c(1,ncol(train.svd))])))  
  
dim(train.similarites)

## [1] 3500 3500

lowrating.indexes <- which(train$rating < "3")  
  
train.svd$lowratingsimilarities <- rep(0.0,nrow(train.svd))  
for(i in 1:nrow(train.svd)) {  
 train.svd$lowratingsimilarities[i] <- mean(train.similarites[i,lowrating.indexes])  
}  
  
ggplot(train.svd, aes(x =lowratingsimilarities, fill = rating))+ theme\_bw()+geom\_histogram(binwidth = 0.05) + labs(y= "Review Count", x= "mean low rating cosine similarity", title = "Distribution of 1 rating vs all using low rating Cosine Similarity")
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cl<-makeCluster(4, type = "SOCK")  
registerDoSNOW(cl)  
start.time<- Sys.time()  
#Rerun the training with additional feature.  
rf.cv.3 <- train(rating ~ ., data = train.svd, method = "rf", trControl = cv.cntrl, tuneLength = 7, importance = TRUE)  
  
  
stopCluster(cl)  
  
totaltime6<- Sys.time() - start.time  
totaltime6

## Time difference of 1.203681 hours

confusionMatrix(train.svd$rating, rf.cv.3$finalModel$predicted)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 5 4 3 2 1  
## 5 319 163 78 72 68  
## 4 191 201 124 130 54  
## 3 67 122 213 176 122  
## 2 48 70 154 230 198  
## 1 40 52 74 190 344  
##   
## Overall Statistics  
##   
## Accuracy : 0.3734   
## 95% CI : (0.3574, 0.3897)  
## No Information Rate : 0.228   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.2168   
##   
## Mcnemar's Test P-Value : 1.14e-06   
##   
## Statistics by Class:  
##   
## Class: 5 Class: 4 Class: 3 Class: 2 Class: 1  
## Sensitivity 0.47970 0.33059 0.33126 0.28822 0.43766  
## Specificity 0.86561 0.82746 0.82954 0.82605 0.86883  
## Pos Pred Value 0.45571 0.28714 0.30429 0.32857 0.49143  
## Neg Pred Value 0.87643 0.85464 0.84643 0.79714 0.84214  
## Prevalence 0.19000 0.17371 0.18371 0.22800 0.22457  
## Detection Rate 0.09114 0.05743 0.06086 0.06571 0.09829  
## Detection Prevalence 0.20000 0.20000 0.20000 0.20000 0.20000  
## Balanced Accuracy 0.67265 0.57902 0.58040 0.55714 0.65324

varImpPlot(rf.cv.3$finalModel)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAACxFBMVEUAAAAAAA0AABcAACAAACEAACgAACoAADEAADIAADoAAEkAAFgAAGYADQAADVEAFwAAFyoAF2YAICEAIHsAISAAIXwAKDoAKIEAKJAAKjoAKpAAMVEAMZAAMlEAMpAAOioAOjoAOmYAOnsAOpAAOpwAOp0ASUkASWYASbYAWGYAWLYAZmYAZrYNAAANAFgNITINUbwXAAAXABcXAGYXZtsgAAAgIQAge9shAAAhADohIAAhfNsoAAAoADooOgAoSWYogf8okJ0okLYqAAAqOgAqkNsxAAAxAA0xADoxAGYxUTIxkNsyAAAyAA0yADoyUTEykNs6AAA6ABc6ACA6ACo6ADo6AFg6AGY6KgA6OgA6Ojo6OmY6OpA6Zjo6Zlg6ZmY6ZpA6ZrY6fHs6kJw6kJ06kLY6kNs6nP86nf9JAABJKABJSQBJZmZJtv9RDQBRMQBRMgBRvP9YAABYADpYZjpYtv9mAABmACFmADpmAGZmFwBmKABmOgBmOjpmSQBmWABmZgBmZjpmZmZmgWZmkJBmkLZmkNtmnJBmtpBmtrZmtttmtv9m2/97IAB7fDp72/98IQB8OgB8ezp82/+BKACBZgCB/7aB//+QKACQKgCQMgCQOgCQOjqQZgCQZjqQZmaQfDqQkDqQkGaQkLaQnGaQnWaQtpCQttuQvJCQ27aQ29uQ2/+cOgCcZgCckDqc/7ac//+dOgCdkDqd/7ad//+2SQC2WAC2ZgC2Zjq2kDq2kGa2tkm2tma2tra2ttu225C22/+2/4G2/7a2/9u2//+8UQ28kDq8//++vr7bZhfbeyDbfCHbkCjbkDHbkDLbkDrbkJDbtmbbtpDb25Db27bb29vb2//b/7bb/9vb////gSj/nDr/nTr/tkn/tlj/tmb/22b/23v/23z/25D/27b//4H//5z//53//7b//7z//9v///9pE/P1AAAACXBIWXMAAA7DAAAOwwHHb6hkAAAgAElEQVR4nO1di78kR1WuLLkJvXtDeCYGCG4ciIAjcnVXXouiCRFJBEe8Li8XeWQgxgCum2ETgwkkoMlEREiEeA1qhBjsiKBsmuhqMNwV1ohtXDXehaQTJ8Iw/U9Y51RXdc1Mz/T0na46M2V9v9/e7unp7u0zX1fVV1XnnGKph9Ng1A/gYRaeYMfhCXYcnmDH4Ql2HJ5gx+EJdhyeYMfhCXYcnmDH4Ql2HJ5gx+EJdhyeYMfhCXYcnmDH4Ql2HJ5gx+EJdhxOE9y/apP6EcixVAT3r2GsO/2UwWcYCz6yBbuPf5Ax9itflRfetNHYKrwCjkdv+TPx5eDfPtguOKnXao5dsxxYKoIjTl449QxgkgPYSHCPrW5mF/7FVILlm8Ov8gRTYbCxWlblxuztW+nj1wQhP5ld+tBVmw8CX1MvFAQHbxIMRrtbnmAqlP+s2RkxL479TmNLtsFTLxQEr/4pvgP9zg2eYPsYbDRjtvq3svIFPM7r4rfy9jUKwjRFNvPTT3Q4WVBqM4Kxsm4CKfzfiWtY8FE4+uCbRGudEXxfqwun8i0Q/PhnWrL9hqb87SeQ4MdlA+8JrheDjd0t1nhQI7jXytrXBJvMRNNeMWONr+Ix9sv7xwgWDXMbTxN7GcH3d+BGUeMEECxuj+232N0NBGdHm57gusF5aaf6z4oHBvdiTQyUR1obG72ZMwznoYo+78/lhRnBzS3ObZNft8rfgl4HSzUQvBnxTb/T7gHBETTlg6/w86Ap30r/vQW0RrDLj3Y9wTUjE0n5zypoRQC32kdEnBX0/uEPoTrWCIYbZRX6f/79H7+J5QQnQZjyf0BwdgKcnTW+Cb9jtsvbC09wzch+z/xn7eVKCGrnZKR3LFUzb4OhjOoEN2QLmtW3OcG89PIaegtuLW8fC75T8UZlV6hrlgNLTzAvUOM/d6QIxt0Cgvsd9raP/MN/aFU03z7UEeSWEIzneoJrxBjBep0cZ8JXHMczeAOLdSsnGAtzAcGi0Pc1gjmdd66H6bQquj3yQMuA5SSYS5+bUi594MfvtT4UhPJMVEePowTbYB996KqvfUWJ3lGCmzAiolXR/EZvxr9DIksoKxRZg43go/zqB1u+Da4bQwTzelP2WGAPmBSjG/CJ17yilVRDlXC0uIrWq1tRkbNmVvtntXH+P71N6yYFoSe4ZowTjAMd5+FABNfMWHWK44WTDUUiC26w+6YoCBXBvLB2ZfOOQxpv/68029UGOvCOnuDFgJ8u9AQ7D6cJ9vAEOw9PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7jiUjmFUD9ePOjfntnfYb9FqNLdjGrJsONvj1bf5B7ZCgGmUVCXbS3ql3SNCyXqvNzQxCbngz36GBUYKdtHf6HaLVTW5iE4zu8o/x6qbaqfQ/14YqBm+jinbQ3ul36HeaunFJEI7s2EYFg9k2BIaD9pbcode6AV9hgUjaHi3+G80qnS3hnr1ld4g1gZHI/YRMdbBvpOk3Zvq3PYLds7fkN+AaUr28iZQaCZnmMF6C3bO3pJv0l42HOk3oNoCZP8F7EUnW4+pWes7aYLQNdtLekm4SNyxhPwwVVMwOMOwm8koMtAgNpjzumIisrqKXxt5C07ahonv7dvJuw9UrIZh5YwcNhtebrNcw5XGLqqiqBC+LvVWq42m/wWBj52W827DzssYW7/zHjdu5wTAKAP+IMPFxWdHXFQleFnsLbZ109pTfgAuOLnYbuMiIRUsUhGqn+sPWgYmqMjN6XFnOjqWxt9DWSfbO2k0abLTTSAzV9jtkL7TZEgxYBnvrKsGgKv8bug3QDH3zDP4ePw0NJhvWSQ23wUtjb11tMBeUF/Juwwt4E/TY3iBM7xb9wezFJsEEg0E/FojI6ip6GeydPBNavYo+wq5IH2HPS9N/zrqDV9DWWJOrrJkNnoplsHfKCE71blKLv8OxUhjRWbDX0wZrrWOyCdsRGKNYBnsnW7udbtLqfVxV3tjJ6qjoTOgPUjZJhapSmjybqpyCpbCXTTi+DRUN3QZUlXIs9gj7+ZRwbhRgsgQvh711lmBdVUL1xc5OF3Jstq42WLcXPXWeK46yhZpsqLMNzlVlmjQeZO+SQ7KLMzYr5OSkUeftq+jBRvBZ9logNuH19cLYO6m7UHz2xGM5lKocbLye112ytlqYsdmSOcHtq+he65CwFwY8FsZlp2wKdA4V3fs5rVJemLHZae3R9G+KoalobJa4vuqthxVvUivY+IeKL/SMKvrb7Kc6ynuUzIFlVD1OU5TzqWjxDnNDk9X7O5RuszONQdegoo8JaQUTaQs0NltvCdbtzeYYTg9jJh0tSWC2BGuqMj79/dzeA1B0F0lV1tsGF/UajudDWhQw3AbnqvKb0DDF6PAg3FoqP2o9KFbRs55dhoJeA8qrfmdBuoUlTipzqOhv4Sv8wI6bBxvv7LQXQ1WWu+RsX0WrXkMClsbBK8Oqt6oHIyW4xOI5VHS/0+WfT+64ubd+14KMzZbVV+Vfj6Gg1wCG91oHFuGFLrd4nrHomP8bXL2Lv9F/txjBWKWKo/TbMRT2Grjh0a5ryPyix/ZrbIOHx2ZxjJLXWmwH9P7J2uCZu0jbc9kp6DUkpC/0TJMq23XZGVKV0A43oTn6GDf4evoqy0AJ1nsNwV1cRZ+PDTCdR5bhEjykKtP0YbYLzN0RhPz4Wrfag9YFs21wbm+8gkPQ6DJ7a+PBIKx4p7pgtg3WVCV2COF9fgT7wPfgiAcB5OOCnjSpoh9hr06x19Dv8F7DYgx0TPTUKTx72jEFbWz2ONuDPYbvtJ7Pvziyk7aKnqH0prOdMoTc3kfX3s0/J2Jgp7sQBG+zxppRRcPYLJqbHjv1k/z93lP9WWsBG/tbfvbM0OxNdpx3kLGXQ9uUBGEchNXuVBvm1xwzqmjN//sk376k+qPWAzazgp5PRcdshZv541Bw45WFUNHb7TWU/AZD4ZS4B1NJdPOFRktwmtsrymyS2T7YoPKcNVqCYRQn0sadZYuUDk+AJ91snGvyXcYPFB4svZXhNlgLH0UDo3Mv6opZh/ODsNqt6oLZNrjfuR7DKWWce+5jqHkaljAy8dYFV81wK11Fl6N6N0mGj4KtCTv3NWHmskM/2VCuobdD8BqU3igI8aNWgpO8BJMQbEpFq/BR/iic1XNWNx/bC3ry+MqnKt6qJjB9p9ScqgR/t4XvMcToQEchWYH3+Jbgrw7/CYx5ROhbCRUYr9agbr2xI5wt+RfBHUGIX7FuNlwPX7bhSDevosUd0v7hO9jq/Z2uuhWOHmUpq0YcOA2raBU+msaNf2rcfsbFae+CZ2+lwjGLAmxoW3MJ5oLjVZzfbvowOxvG3JMdmBjsQv6bX8zZaQopIunqd/gHOBDhWxGEWNb55YJg+BL0C2/c5BX5HbAW1JiHoyIwV9xCe1zDKlqGj8LALGPP2OJ11a18h6pXqGwsH4fejormP7Z4d3mTC61u9GHeIV4P0WWnfzgU9XXOTBsPiDqcV+uyGhcEt1P5p5tdod2hnQ4RLHyCkmwytuBxzanosfDRBXHZMVKC00fXnnkC6IrZGmdljbEf3M9/8y+owfdEr3Cx6PE/ghT+PvQ7gh5BcDdVfzQVre4wdBsh4fDMUYZNq2g1ucJrrN4FQDA+y/ibZglm22AuM97RAnbeyXk78+LeWw6uhNH38+by+gD9d1bva40THEuCRXBAdzLB+h2GCVbRE9ktxh53BkVZZlwR8skGrKggR4cwhywAbUhFVzh7+jGJfufyYB8MxPZaN228vnEv7yD+9Ma+dr9zExzqjlbR3eESjLeIoCQXEzx0h4ISLBHpn/KqygTB+WRDLN8xYQ6Zd7TpEnxj58w2OCYFd63ftf+6dhrvXgdRxAkWneKCKjobCQnC7BbdSQQP3WGkDe4OPYX2ieXPbHSyAXr/CcvE3wJU0WbaYKQL21/O5z/uY8rmQ0Ij80qsjYpIJ1ipaCyHyfQSnN2hKwlu5yoadVp2C+1xZ3IAryd8NBFplBqk3STTKlrUVeCps3rr6tc2cO7/YeyjoqMDVJ+R7Ad3U9W9XT2a9aCDcGobjHfQr9T6waKAj7hTmCzBo+GjgmBil52hbd0leMiF5WP8p/5s5sLyxPeVDb6bqtOMtsFDLkrczB03w9HFcNkx0gbrLiw7oEieureLmgfHLSYAy6mx6JaM4BmzFG5fRaNL9EoQppm93Yp3qgs5wSZUtKYqHwYXlsEfrohRjvQBduXEaxKT8eGqijZCcG4vmJnsuqaZvaox9XThbCZXJnjE8X1w287NbzPwZTkpai/7yA010U0aTsKCBI/NntkF0ze1V9Gjju//yl7CyycMvn+abPpsZkVZg4pGB1L+b2Q83CYyFa0IrlVFjzu+vxhe8sv5ziHK+VFTJXhERXODX60cHIjngw2V4HTYZUd4rkTsPVCVdUfPnD6ZW+6rMRuMtsE4uTJmbxAO20vhwWKqDYY0fnqoKNZX0M29H2aChlFqdH0Ez5zquzrB5fbSeLDMZnJ1ghPdZUcbc+/tH+vmOkHw9eX2ukRw/wN7ocK6m9/8Ha3f5sYmq0eDz+NY4lNxeAfnSVGARGIIKvPEGPXuuFP4atzQmrv/ZLiKXmui1nhF+tje54Nl3Hpu2eE7WPBlSg8WU1X0d1vBF/l/flqrcaJ14Q/8fnOw0Y7OOwgv+SmBcLmIcUoc/DzaOPiYHR7z7hhy+ZgHRrtJ4KKELijcoruf9HXea3he+p3Wc/udc4KQyoNF39Qtsrjg2INdfq4qhecKf/j2/+5jbKUlXS4Czc+jqzwxxrw7dJePsqecboLBbhK4KOG0QsJOC3G45ie5Zb/YglwsZB4sJrtJ4NGxhZEb4KvEn/PHNrPJIc3lgj/3neDnAe+pfnjUu0OfjZgDRkvwsAdL99Ef/R2w7OiCeLAY6CbhZJ5yr+hftnMzamwNu1xE7d5bHzocRk20VZ066t1RK8EG2+DcgyWN3tUJ/oZbdj5XHeQeLIba4H7ncl5tnP7+bPKMrfzBmMtF3Li3mUaXbogpfHnYbAmeea6hOsHKg6UL4bL8hb50442gLiJaD5bUlIrmQrHZPygsYO2H2a/x3eEeT0/z8+iqw9IE5d1RexVtiGDlwcLb4Bf91q7NePcbXtrFYnqU0INlZpurEwx+wpfAs8NrlWACNCX78BhqSeXbIg8rE3IV3a6N4Nmb4G0MdEgPFviwAzT1s14XIjn3EXmw6BsDbTCOzSr3Coxs6A+5XOTBhn3ZD85KeSq7fvjyS1+NuQmeWVFuY7IhaygzB45oBZaHPoCModIk8WAxqqLTovDR6qjTu8NoCU4L7J1xutCsB4upEjy8Gqf0UaqQq7J+7w6jbfCIvd+CiDNwmO3tPzqZPxseLMYmG/TVOCG0HwiulAG9du8ONHRWEV25BA/Z2+8gwdg7/espBdS8BwvuGJls0FbjxF6i8iClzFU5ewGuTLBuL3QLPwV19gHePN66CLFJ9ZdgPZySk3oOEEyeAb1CE1yVYN1e3i08iUHBJ9krhPcdCUyPRWvhlL31zwLB5BnQM1tLFfS84aOcWhH1rfxnKWBcRS9eOKXBEgyI85dXKWOywBULKloPp0xvedLXFyCc0lwbPLZu0qvF8az7QAHjKloLp+SfgGD6cMqZRfQ2VLS2blKIGQ0AJxeAYEMuO4sYTmlQRevrJoH/yhfQWNF9oIFWRRvpJumO4HHjN3kJFmONhFW0yTZ4xPF99Sjuie4DDdjY3/Kzy49JDDmC80ILbTB5OKU5FT3m+L56KyaOEt0HGsyfdKakm6QcwYFTJJg6nNJcCR4LH10BO7nh5CLLVAkeUtHgR/nsLF42CKs+aF2wpqJRdbyQH4zPkoZTwHAbrKnon+G11ZFTPykmVujWTLalonlv4Sg7EIRp7xf4HzScBJqKrnB22bEcSlX+i1TRovmNCMdmrajofuf1DBO9f1P5S5HApormtJ7RlMFYzqtoMdiR2Rs9lTYJixUVzXE3r6lED5ium2RJRaOTCvqjg73RWXT22lLRKK6etkUfEG1HRasM9yL+7Cz4SwF7Kho+/tI1ja1EZGMJwmoPWhfsqegUmqTMXgaO0SSwpqJT0B0wsoNyOtlB2SZZUdH46RywNwhFFBoJrKlorKHBd/TRtT28Mvs45bI65gjW7YUh6HMv6mKYYfol4mWETBGsrcbZYu0EnEOxmzS4+uyqT1oTzHaTdHu7ceP2c1Y3v/deoPsWQnvlxkAVravoiDdHuAgnqI7jp/x69WetBYZddjR7n/W6MDrj4hRtPcneU/E564JRkTWsoiF6Gdc5jzFCmgimXXbysferuZnPhO7hccbI3mez3aSJHg4oL+s2ZTYYLcGFY+/Lvk7UjCp6yMMB5WWl56wNZttgbex9XxCm97Ar6Ufu1MZEN2mihwOuGEUBllbwe59DRcux9yvJB3ayrWkVDUAPByUvqzxmfWBVCvAcKloNYI2tE2UX9lR0Kj0clLwkAavSBM+hojOCWdflNniCh4OSlxSQBJcr6PlUdDaJhBmiSD1YrKnoFJaKwtVWaT0cTJZg3d6IdBpYwZqKTiFl9C5wQaP2cDDZBmv29i4ozthoGdZUNPb3QWnQezjMLqLnGYsWK3GOZ2y0DHsq+jjbk68+SunhYEdFpzE2R2TelBLWVDToSEEwsYeDJRXdv+zJDDPcEcOail4YDwdLKrrfAWuvJVPPEmZVdLr9pCSmYLQEpyMJ0CnjRjOYVdFDSUmyOOjeOrqwONkGD9kLuWZeQLacjoRhFa0lJZHrCPUuCohdWAyqaM1ekWtGZCchhGkVra1pn60jRO7hYFRFK3sf2wuLfh8XSRwIYVpF60lYBMGD21agBL+w8qPWA8MqWtnbuwAsjOhF1tjf8rPLj2UYTUqC6wil8Sm8MSYbwjOtoqW9IgH6HhMmVIJxFa0lJUmyMXfa6ELDKlraS5xrRsG4ih522Xk5eKPtYOzUvXTTZ2ZVdL7aashr6HOyBKHwgQbGVbTussNf65UQfVl6l7iqotVqq5g9FhxX6MNlcWva8V04NjzArngYPSqPP+H3Kj1nbTCronN7cREKdu5rQvpwWbkxUYKHHMFTXHSUevVRo23w0GqrwjNpIZzuTLXBI47vvIe4axPHOIrWLrQDkyp6eLXVzDOJPFzWWvhoJFKhi9VHX0tN8IxnV7r3sOP7bdzMZyxAuOzo3/Kzy49JFLrsQFb7e5hMU9Kt8rQ1wJaKVo7v9OGycmNWRafSZUcU5fN+QyzrZn3hZFsqWiWdWYBwWdyaDx/NXHZS4fj+s5tiFMC2vDRLcEHSmQUIl8WtNZedFBxZbn96Y4uKYKOTDeNJZ+jDZeXGyGTDuMtOv/OC9fAIdINpqmizkw3jSWfIw2VH/5afXX4sQ6HLTvodWOL2OVQp72y57KQy6Qx5uKxFx3eRslE5vpPEdFhzfE+zpDNI8BPfh+vNULzQY3/Lzy4/pjCclATzYivHd5ohHmuO7zLpDHYLcb1nkkFpw92k0aQknGDl+E4zAsCqRI/OoaJV0hmx5NUD7EqaQWl7KlotqyMd32niKlmVAjyHilZJZ9TYO1WNpTZmVbTKi507vtO0wdrfWc+eGUVJZxLQG4NPsy7NoLQ1Fa3yYmuO7xRxldJU8yo6Szojxt4PkTVJ1lR0PjYbgqsD/KWA0RI8OvaOPpXRKdzwNSCYYlDamorOx2ZxfR26FA5G2+ARFY0EQzd4hb0yc2VpOdUGF43N4mqc7OmEkQ2zi+h5VbRYnBJ08z07N3FQOj0WfLHqPeeCTRWtxmbjxu1nkrmwWFLRanFKQfCXnrL1CHsJ3zlyWljxnvPBoopO5djsE14mxqJJYE1Fp9nilP2DnFJIZYhe4Yltj3B7KlqNzQ4+LseiKWBPRcvVRyGQFOYaeq1DXGR9zDbBNsNH+QdwVsoctGhgtASnBeGyeXdfjFm6VILHwynPD0IRPvp9pFl2TLXBur0yN2evdT0vuJ8AriOCtCyGVfRYOCXrqlUqKz9rLTCronN7VW7OrOnlfxC207KYVtHj4ZSoKiNXVbSyV+XmFIYfkS47ttOymFbRWjjls8WalNQEa39nPXtmjIbLYm7OC6ANvmjXZr/TJHCfNa6ix8MpwVPnCLuy+rPWAtMqeihcFnJz9tav5YYf4CyDnA7Cug0qgbXwUS2ccgGi7cypaC1cFgc7/t84vufhlBA+ytbIwkcNq+gxR/8kuEt0H6gc/dXGjIoeC6ckT8JiVkUX5OZ8DnQfuMiicvQXW9OO7yqc8hFMz3GEKv2MWRVd4OgvVPSxrPtA5bJjqgQXhFOKhaKO0Hr6m2qDCxz9/+elMMcQNVNKgk21wUXhlOndO25Ov02WnsSkii509E9WVloiaSVNFW0tfFSGU0I1xnDmjAQmS3Cho3/MuKg8/f1U3QdrKjp32SEeqrSpomE2ibj7YE1F5y474D3aP0jXBltT0cJlh7j7YE1FK5cd7PLHkLWSBFXc3udT0ZnLDnH3wfRkw7jLDpTgXusA6frBlc6uggKXHeLug+nJhgKXnWh1Mwr2ka4jZKoNLnLZIe4+GJ9sKAinpF1HKPtjz2WHtvtgNXw0D6cMQvhM1m2wqaJVr4Gm+2C2mzQhnPLaxgmQ0mThlFZVtIjFYk2i7oPhblJhOOU7O21wbCAKp7StomPa7oM1Fa3CKWH6DDN00oVTWlXRePiCp20RdR/sqWgVTonxVwlpOKVVFZ1CDd3YIuo+WFTRKpzyEOc0povwTy2raGiML2xQdR/sqWjpJ5wlBKcmuMLZlTDu+N7vXB+E2QG5k+Lx7pT7JN2SE2aENRWt/ISx37By2npIV0Wba4P56wuO79m+tE3FcQwFdEzlD76skWALKlr5CQvxfM9OokTKhlV0go7vWT2cESzSsOg72afu5PvUTbCdsWjhJ4y8Hgu+TJd1xlgJ7n9gL1TQd2d5k2F5tyT4fGetK3pL72jdtNEULwGW9OxwG/i8sSOGQHg7HdwR3NlijJ9wQ2vucRGrY9HoJ/zo2gtTkX2VLm+UqTb4uy0I745PazVOtNqDjfNhEpjzFIjMur3W6SEENsQiYwkUUHG4zQnOzolwcjEIRQnODs4Dm2PRabIC+6fx1zL4XBBqY5YWYVhF78GKGB39N+MVmCls9w/iJsXAHXihow83trgA4RyKw0n2Pa/bRPUWSYLbcq2LOey1GT6aMBW8QesIbqoEY6spTMNMFTigk23Usf7hO/dvIqndoVPhatFqJ5LgbpnWntUCUyp6KHyU8/siXCD6c5BsBuMciNIoGWuDH117Zu6TdAjGJ7luxuSraqIhavfe+tDhkEsP4FMellzGhgg26LKjwkd5hbwmlngPeNN7CsjpIMT2yCqMquh+B2NV7oLJBt548iZpX5e/xu9Oj6u1GuPGvc00unQD+VP1mOkSbE5Fq3BK1Ivw+N9774tTXH3UwbHofudyqHrf2BS5V/qdX4Xe4D7O1UFpZm//de003r2OnuKKPcll9pssTQnWw0dxskEvweIUp0ayoLfTTI/BmlARlNmInZ1RhBnBIYcDSmNM+SdVtNRUeCBX0e0laIP1cErlJ9xb/wSoaElwRDTZYMTxHcvgDZBsha1+IYDkOq/KKEKX2eGUHX3ZD8bI0q48kX8+Ct0rJjrKcxNsK3wUIDz9ueF5wU1sqyzTY9G5vbq/SjUz6xy+Na6ixzK+JyuoKoX3aGJbY5ltg3V71SKrEPfNZrRTeH10anzpjavo8Yzvb3hZKF9S6+XX9Fi05uivFlmFNMozm5nU7bVlWEUXZHwX6ThRPMcEzpWGZ5OUvfkiq8kOOh9S4yW4IOP74HeBbphjiCnik8y2wbm9+SKrx8iWsweYbYOLMr6nRyB/8umh/WTvCKMqWrNXLbLa2/cjpH7g9sJHs4zv/c7Tuby8tp3mKynZhMkSrNurFlnNgrIgQJgC9lR0/KxLGHvKllSVlBH+dlR0IBdZBdCtH5xvzKpozEUC/t/CE3zeWbBtw5aKzhdZRdDZK7emVbRcLukK8TILhywCVOJ3DhWdykVWxXE6e+XWuOM7RnBAN+kiiKKkrLIMluDhXgMuskqzPJSC6cmGXFWu3t8R0YW3PJm/TRdSho8aa4M1e/NFVtHrLCINl7XhsoOpDCEAvN85kxN8OSnBM3WR5nR8zxdZjegykliYbJAuO8J5TNVUpFWWwZGs3EWJNrG9gtluUpo7gouJfSUmKVWlwTY4t1dpDmIY7ibljuCiyCox6aqKVvYSJ7ZXMK6iUWEEYTZxnVAtOqpQjbLqKlrai1icEjzH2SUqWoRfZYutYDDDIqhKM2cP2QtwnWBUlYBEBp0hrbSqshoq3XvY3nQxCJ7b3m14tdCCTdlMOLrMYON7BYemmLp0P4In2BPsCS68wZLAE+wJ9gQX3mBJ4An2BHuCC2+wJPAEe4I9wYU38HASnmDH4Ql2HJ5gx+EJdhyeYMfhCXYcnmDH4Ql2HEtF8MR8GSrrXpWMGouPiQsX9VqZkeVLGy0VwZO8dfOse2T+vCYwMZ9vgoHazZmWNloqgid56+ZZ98j8eQ1gYkZu8UUss7NPz9m9VATHU02BV3n6GcuFicki8/iDGdJJLikKEbwAAAM9SURBVBXB0ZvZlHwZkIRu+hnLhYmrYohQz/aUMzQsE8HCI32S0z2EnEw/Y8kwMTU3hnpCutRZkncvE8ECE15YLeueIw3xZILFF7AM3YQzNCwfwcWRjXrWPbLYx3oxsQJWoZ6uVdEChT2hoax7jvSVJkooFerpmsiaHNkos+4Rxz7Wi4mdIBXq6Vw3aVJkY551jzb2sWZMHMZQoZ6uDXRMimzUsu6Rxj7WjYkLF6lQz/KljZaLYI/K8AQ7Dk+w4/AEOw5PsOPwBDsOT7Dj8AQ7Dk+w4/AEOw5PsOOwTfBgI5vYwzVcJiOqKRlotHAOPJZ/AQKChVlRiXn4rcgOOgd66x9atLlDu79AbJ/gHzoc8m3/qutmMG/u9Ynj1fsWzb3D6i/Qa9knuInTtUnjdjAgHklxCms0405mHriWaWfFGLbQP3wHuJ2NXov+/rijvuGXizvISxcAVn+BqEFAcCI8H8EAcB/D2XpcDDHIVtiGnUhL6avOEme0he/k2LXozgEpvdU3wlWa/1OXprFle8dh8xcYbLQJCO7t3+SvYBjB2ibIwupmHyoteDw8AjvSvJh/qc7KVubF7fi10lNHfSN+HO1s2Fq2dxw2f4F+p0tA8GCjC9E13ADRvmROkAlULmqxdM08dZb0lsSTiq4V9uXfiGIsVmUXl/Zapg0shc1fgIZgiC/hrRCYx2RXgLcZKIfGzNPPkt6Swryxa0WMYXf4m2xPXtpbt2zvOGz+ArwoUxDc2/+1P8I2RilEfA17Bebl/vupeln191e/FhEFofom01cQh7dYJdjaL0Ajsvi/G3gjhC1Q9lDYeCQFFRQ8qjorb4G6aTp+rfwu/4ZfDOCSY7HaYGu/AE03KRXLmEp1CK+ceHUxuKirmycaUXkW7vAbiOcfuxb5VLqZfyMrObhLduliqGhrvwDJQEcze9si2QuE9w/dPyMoadI8faBOniV7geIFHb0Wmx4wKvsmj2CJsj7jovSDbf0CcI6fbHAcnmDH4Ql2HJ5gx+EJdhyeYMfhCXYcnmDH4Ql2HJ5gx+EJdhyeYMfhCXYcnmDH4Ql2HJ5gx+EJdhyeYMfhCXYcnmDH4Ql2HJ5gx+EJdhz/B6hDtf2kGjLrAAAAAElFTkSuQmCC)

cl<-makeCluster(4, type = "SOCK")  
registerDoSNOW(cl)  
start.time<- Sys.time()  
#Rerun the training with additional feature.  
rf.cv.2 <- train(rating ~ ., data = train.svd, method = "rf", trControl = cv.cntrl, tuneLength = 7, importance = TRUE)  
  
stopCluster(cl)  
  
totaltime5<- Sys.time() - start.time  
totaltime5

## Time difference of 1.176795 hours

confusionMatrix(train.svd$rating, rf.cv.2$finalModel$predicted)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 5 4 3 2 1  
## 5 335 150 71 88 56  
## 4 199 185 135 120 61  
## 3 75 127 191 181 126  
## 2 49 82 153 198 218  
## 1 32 55 70 195 348  
##   
## Overall Statistics  
##   
## Accuracy : 0.3591   
## 95% CI : (0.3432, 0.3753)  
## No Information Rate : 0.2311   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.1989   
##   
## Mcnemar's Test P-Value : 1.157e-07   
##   
## Statistics by Class:  
##   
## Class: 5 Class: 4 Class: 3 Class: 2 Class: 1  
## Sensitivity 0.48551 0.30885 0.30806 0.25320 0.43016  
## Specificity 0.87011 0.82248 0.82326 0.81531 0.86919  
## Pos Pred Value 0.47857 0.26429 0.27286 0.28286 0.49714  
## Neg Pred Value 0.87321 0.85214 0.84679 0.79143 0.83536  
## Prevalence 0.19714 0.17114 0.17714 0.22343 0.23114  
## Detection Rate 0.09571 0.05286 0.05457 0.05657 0.09943  
## Detection Prevalence 0.20000 0.20000 0.20000 0.20000 0.20000  
## Balanced Accuracy 0.67781 0.56566 0.56566 0.53425 0.64968

# using Linear SVM   
  
cl <- makeCluster(4, type = "SOCK")  
registerDoSNOW(cl)  
  
start.time<- Sys.time()  
svmLinear3.cv.5<- train(rating ~., data = train.svd, method = "svmLinear3", trControl = cv.cntrl, tuneLength = 7)  
  
stopCluster(cl)  
  
totaltime4<- Sys.time() - start.time  
totaltime4

## Time difference of 23.66031 mins

svmLinear3.cv.5

## L2 Regularized Support Vector Machine (dual) with Linear Kernel   
##   
## 3500 samples  
## 202 predictor  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## cost Loss Accuracy Kappa   
## 0.25 L1 0.2413333 0.05166667  
## 0.25 L2 0.2313333 0.03916667  
## 0.50 L1 0.2334286 0.04178571  
## 0.50 L2 0.2313333 0.03916667  
## 1.00 L1 0.2375238 0.04690476  
## 1.00 L2 0.2313333 0.03916667  
## 2.00 L1 0.2407619 0.05095238  
## 2.00 L2 0.2313333 0.03916667  
## 4.00 L1 0.2394286 0.04928571  
## 4.00 L2 0.2313333 0.03916667  
## 8.00 L1 0.2418095 0.05226190  
## 8.00 L2 0.2313333 0.03916667  
## 16.00 L1 0.2412381 0.05154762  
## 16.00 L2 0.2313333 0.03916667  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were cost = 8 and Loss = L1.

# using KNN   
  
cl <- makeCluster(4, type = "SOCK")  
registerDoSNOW(cl)  
  
start.time<- Sys.time()  
  
knn.cv.3<- train(rating ~., data = train.svd, method = "knn", trControl = cv.cntrl, tuneLength = 7)  
  
stopCluster(cl)  
  
totaltime4<- Sys.time() - start.time  
totaltime4

## Time difference of 30.51882 secs

knn.cv.3

## k-Nearest Neighbors   
##   
## 3500 samples  
## 202 predictor  
## 5 classes: '5', '4', '3', '2', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 3150, 3150, 3150, 3150, 3150, 3150, ...   
## Resampling results across tuning parameters:  
##   
## k Accuracy Kappa   
## 5 0.2182857 0.02285714  
## 7 0.2129524 0.01619048  
## 9 0.2182857 0.02285714  
## 11 0.2210476 0.02630952  
## 13 0.2170476 0.02130952  
## 15 0.2115238 0.01440476  
## 17 0.2146667 0.01833333  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was k = 11.

test.tokens<- tokens(test$review, what = "word", remove\_numbers = TRUE, remove\_punct = TRUE, split\_hyphens = TRUE, remove\_symbols = TRUE)  
  
test.tokens <- tokens\_tolower(test.tokens)  
  
test.tokens <- tokens\_select(test.tokens, stopwords(), selection = "remove")  
  
test.tokens <- tokens\_wordstem(test.tokens, language = "english")  
  
test.tokens <- tokens\_ngrams(test.tokens, n = 1:2)  
  
test.tokens.dfm <- dfm(test.tokens, tolower = FALSE)  
  
  
train.tokens.dfm

## Document-feature matrix of: 3,500 documents, 68,370 features (99.9% sparse).  
## features  
## docs ya good qualiti guess trick stuck shape even rectangular fit  
## text1 0 1 0 0 0 0 0 0 0 0  
## text2 0 0 0 0 0 0 0 0 0 2  
## text3 0 0 0 0 0 0 0 0 0 0  
## text4 0 0 0 0 0 0 0 0 0 0  
## text5 0 0 0 0 0 0 0 0 0 0  
## text6 0 0 0 0 0 0 0 0 0 1  
## [ reached max\_ndoc ... 3,494 more documents, reached max\_nfeat ... 68,360 more features ]

test.tokens.dfm

## Document-feature matrix of: 1,500 documents, 31,187 features (99.9% sparse).  
## features  
## docs fit grill pair purchas yet anoth one fit\_grill grill\_pair pair\_purchas  
## text1 1 1 1 1 1 1 1 1 1 1  
## text2 0 0 0 0 0 0 0 0 0 0  
## text3 0 0 0 2 0 0 0 0 0 0  
## text4 0 0 0 0 0 0 0 0 0 0  
## text5 0 0 0 0 0 0 2 0 0 0  
## text6 0 0 1 1 0 0 0 0 0 0  
## [ reached max\_ndoc ... 1,494 more documents, reached max\_nfeat ... 31,177 more features ]

#Ensuring that TEST and TRAIN DFM have the same dimensions  
  
  
test.tokens.dfm <- dfm\_match(test.tokens.dfm, featnames(train.tokens.dfm))  
test.tokens.matrix<- as.matrix(test.tokens.dfm)  
test.tokens.dfm

## Document-feature matrix of: 1,500 documents, 68,370 features (100.0% sparse).  
## features  
## docs ya good qualiti guess trick stuck shape even rectangular fit  
## text1 0 0 0 0 0 0 0 0 0 1  
## text2 0 0 0 0 0 0 0 0 0 0  
## text3 0 0 0 0 0 0 0 0 0 0  
## text4 0 0 0 0 0 0 0 0 0 0  
## text5 0 0 0 0 0 0 0 0 0 0  
## text6 0 0 0 0 0 0 0 1 0 0  
## [ reached max\_ndoc ... 1,494 more documents, reached max\_nfeat ... 68,360 more features ]

#normalize the test dataset  
test.tokens.df <- apply(test.tokens.matrix, 1, term.frequency)  
str(test.tokens.df)

## num [1:68370, 1:1500] 0 0 0 0 0 ...  
## - attr(\*, "dimnames")=List of 2  
## ..$ features: chr [1:68370] "ya" "good" "qualiti" "guess" ...  
## ..$ docs : chr [1:1500] "text1" "text2" "text3" "text4" ...

#TFIDF conversion of the testdata  
  
  
  
test.tokens.tfidf <- apply(test.tokens.df, 2, tf.idf, idf = train.tokens.idf)  
  
test.tokens.tfidf <-t(test.tokens.tfidf)  
  
summary(test.tokens.tfidf[1,])

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.0000000 0.0000000 0.0000000 0.0000262 0.0000000 0.3937853

test.tokens.tfidf[is.na(test.tokens.tfidf)] <- 0.0  
summary(test.tokens.tfidf[1,])

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.0000000 0.0000000 0.0000000 0.0000262 0.0000000 0.3937853

#Applying SVD matrix factorization  
  
  
sigma.inverse <- 1 / train.irlba$d  
u.transpose <- t(train.irlba$u)  
  
test.svd.raw <- t(sigma.inverse \* u.transpose %\*% t(test.tokens.tfidf))  
dim(test.svd.raw)

## [1] 1500 200

test.svd <- data.frame(rating = test$rating, test.svd.raw, reviewlength = test$reviewlength)  
  
  
  
test.similarities<- rbind(test.svd.raw, train.irlba$v[lowrating.indexes,])  
test.similarities<- cosine(t(test.similarities))  
  
  
  
  
  
test.svd$lowratingsimilarities <- rep(0.0, nrow(test.svd))  
lowrating.cols <- (nrow(test.svd) + 1):ncol(test.similarities)  
for(i in 1:nrow(test.svd)) {  
 test.svd$lowratingsimilarities[i] <- mean(test.similarities[i, lowrating.cols])   
}  
  
  
  
  
test.svd$lowratingsimilarities[!is.finite(test.svd$lowratingsimilarities)] <- 0  
  
  
  
  
preds<- predict(rf.cv.3, test.svd)  
  
confusionMatrix(preds, test.svd$rating)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 5 4 3 2 1  
## 5 146 80 45 34 19  
## 4 65 89 38 21 17  
## 3 37 61 85 55 41  
## 2 28 45 93 92 60  
## 1 24 25 39 98 163  
##   
## Overall Statistics  
##   
## Accuracy : 0.3833   
## 95% CI : (0.3586, 0.4085)  
## No Information Rate : 0.2   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.2292   
##   
## Mcnemar's Test P-Value : 3.743e-05   
##   
## Statistics by Class:  
##   
## Class: 5 Class: 4 Class: 3 Class: 2 Class: 1  
## Sensitivity 0.48667 0.29667 0.28333 0.30667 0.5433  
## Specificity 0.85167 0.88250 0.83833 0.81167 0.8450  
## Pos Pred Value 0.45062 0.38696 0.30466 0.28931 0.4670  
## Neg Pred Value 0.86905 0.83386 0.82391 0.82403 0.8810  
## Prevalence 0.20000 0.20000 0.20000 0.20000 0.2000  
## Detection Rate 0.09733 0.05933 0.05667 0.06133 0.1087  
## Detection Prevalence 0.21600 0.15333 0.18600 0.21200 0.2327  
## Balanced Accuracy 0.66917 0.58958 0.56083 0.55917 0.6942

preds1<- predict(svmLinear3.cv.5, test.svd)  
confusionMatrix(preds1,test.svd$rating)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 5 4 3 2 1  
## 5 246 219 205 198 184  
## 4 17 18 9 2 2  
## 3 4 8 11 7 2  
## 2 1 0 1 7 4  
## 1 32 55 74 86 108  
##   
## Overall Statistics  
##   
## Accuracy : 0.26   
## 95% CI : (0.238, 0.283)  
## No Information Rate : 0.2   
## P-Value [Acc > NIR] : 1.107e-08   
##   
## Kappa : 0.075   
##   
## Mcnemar's Test P-Value : < 2.2e-16   
##   
## Statistics by Class:  
##   
## Class: 5 Class: 4 Class: 3 Class: 2 Class: 1  
## Sensitivity 0.8200 0.0600 0.036667 0.023333 0.3600  
## Specificity 0.3283 0.9750 0.982500 0.995000 0.7942  
## Pos Pred Value 0.2338 0.3750 0.343750 0.538462 0.3042  
## Neg Pred Value 0.8795 0.8058 0.803134 0.802959 0.8323  
## Prevalence 0.2000 0.2000 0.200000 0.200000 0.2000  
## Detection Rate 0.1640 0.0120 0.007333 0.004667 0.0720  
## Detection Prevalence 0.7013 0.0320 0.021333 0.008667 0.2367  
## Balanced Accuracy 0.5742 0.5175 0.509583 0.509167 0.5771

pred2<- predict(knn.cv.3, test.svd)  
confusionMatrix(pred2, test.svd$rating)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 5 4 3 2 1  
## 5 67 65 59 57 62  
## 4 67 73 60 61 61  
## 3 51 54 62 57 63  
## 2 59 52 62 54 56  
## 1 56 56 57 71 58  
##   
## Overall Statistics  
##   
## Accuracy : 0.2093   
## 95% CI : (0.189, 0.2308)  
## No Information Rate : 0.2   
## P-Value [Acc > NIR] : 0.1913   
##   
## Kappa : 0.0117   
##   
## Mcnemar's Test P-Value : 0.9231   
##   
## Statistics by Class:  
##   
## Class: 5 Class: 4 Class: 3 Class: 2 Class: 1  
## Sensitivity 0.22333 0.24333 0.20667 0.1800 0.19333  
## Specificity 0.79750 0.79250 0.81250 0.8092 0.80000  
## Pos Pred Value 0.21613 0.22671 0.21603 0.1908 0.19463  
## Neg Pred Value 0.80420 0.80730 0.80379 0.7979 0.79867  
## Prevalence 0.20000 0.20000 0.20000 0.2000 0.20000  
## Detection Rate 0.04467 0.04867 0.04133 0.0360 0.03867  
## Detection Prevalence 0.20667 0.21467 0.19133 0.1887 0.19867  
## Balanced Accuracy 0.51042 0.51792 0.50958 0.4946 0.49667