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# Technical Details

We followed a similar approach to the instructors in Campuswire posts [626](https://campuswire.com/c/G06C55090/feed/626) and [628](https://campuswire.com/c/G06C55090/feed/628). The only deviation was expanding contractions (based on [THIS](https://stackoverflow.com/questions/19790188/expanding-english-language-contractions-in-python) work). The advantage of this is that negation is better captured. For example, “I don’t like” and “I didn’t like” both get tokenized as “not like”, increasing their predictive power.

## Data Preprocessing

Contraction expansion is the first step performed and converts all contractions to their full English equivalents (don’t -> do not).

Next, tokenization is performed, with a token window of 1-4. Apostrophes are retained, and other punctuation marks are treated as word boundaries and removed. Stop words from the custom list in post [626](https://campuswire.com/c/G06C55090/feed/626) are removed. Minimum term frequency is set to 0.1% to avoid one-off use cases. Maximum term frequency is set to 50% to avoid any inadvertent stop words (‘the’ or similar).

A t-test is then performed to explore tokens. This tests for whether tokens are from the “positive” or “negative” distribution of tokens, as these two populations are the most helpful for prediction of the same sentiment. The highest (absolute value) t-test statistic is used to capture the 2000 most predictive tokens from both positive and negative reviews. We fold in 9 additional tokens which appear only in positive reviews or only in negative reviews.

Lasso (L1) regularization is then implemented to reduce the vocabulary size to 1000 tokens with a C of approximately 0.045764.

## Models Used

Logistic regression is used to make the final assessment of sentiment. This technique is extremely valuable in cases of binary classification due to the activation functions underlying shape (transitioning quickly between asymptotic end values). An l2 penalty is used, with a C of approximately 21.5443469.

## Data Exploration

Similar values to those reported in Campuswire post [628](https://campuswire.com/c/G06C55090/feed/628) were found. The values all make enough sense and are fairly intuitive predictors of sentiment.

After regularization, the highest absolute value coefficients of the L1 model are shown below:

'7 10', '4 10', '3 10', '8 10', '3 out of 10', '4 out of 10', 'not recommend', 'well worth', '7 out', 'waste', 'mst3k', 'definitely worth', 'refreshing', 'disappointment', 'poorly', 'worst', '10 10', 'awful', 'not funny', 'unfunny', '2 10', 'redeeming', 'miscast', 'forgettable', 'dull'

It’s perhaps not surprising that review scores like 7/10 (with the / removed due to punctuation deletion) are very predictive of sentiment, and the top 6 tokens reflect that. Most of the other tokens are very interpretable, with the exception of 'mst3k' which seems to refer to Mystery Science Theater 3000.

The inclusion of films being funny (or more accurately not funny for the prediction of negative sentiment) was interesting, and not a thought that immediately came to mind, but makes sense. It leads to the hypothesis that if categories were included (or mined through latent semantic analysis), we could likely perform even better with weights like “funny” being used for comedy, “suspenseful” being used in thrillers, or “casting” being used for dramas (e.g. weighting the importance of certain words in based on genre).

# Performance Metrics

## Weighted mean absolute error (WMAE)

|  |  |
| --- | --- |
| **Split** | **AUC** |
| 1 | 0.9616746755893664 |
| 2 | 0.9616008961805649 |
| 3 | 0.9610768793284521 |
| 4 | 0.9621500749760479 |
| 5 | 0.9620394411343214 |

## Execution time

|  |  |
| --- | --- |
| **Split** | **Run time (seconds)** |
| 1 | 161.37855577468872 |
| 2 | 163.2076027393341 |
| 3 | 160.60091280937195 |
| 4 | 166.03499817848206 |
| 5 | 163.70697665214539 |

## Computer Specs

* CPU: AMD Ryzen 7 5700G
* Cores/threads: 8/16
* Clock/boost speed: 3.8/4.6GHz
* Cache Size: L1: 512 KB, L2: 4.0 MB, L3: 16 MB
* 32Gb Memory
* GPU not used