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| Bugünkü çalışmalarımda, dolaptan elde ettiğim sıcaklık verilerinin her senaryo için (kapak açık kalma, elektrik kesintisi, normal soğutma döngüsü vb.) örneklerini tamamlayarak veri hazırlama sürecini sonuçlandırdım. Böylece sistemin eğitimi ve test süreçleri için elimde kapsamlı ve anlamlı bir veri seti oluştu.  Bu veri setinin, büyük dil modeli (LLM) ile birlikte kullanılacağı senaryolarda sistem performansını artırmak amacıyla CUDA entegrasyonunu gerçekleştirmek üzerine yoğunlaştım. LLM’nin daha hızlı çalışabilmesi için GPU destekli çalışmayı zorunlu kılan bu süreçte, mevcut çalışma ortamımda (VS Code Workspace) bazı uyumsuzluklar ve bozulmalar yaşadım.  Sorunun kaynağını çözmek adına mevcut ortamı sıfırlayarak:   * Yeni bir VS Code Workspace ve Python environment oluşturdum, * Tüm gerekli kütüphaneleri ve önceki kodlara ait bağımlılıkları yeniden yükledim, * LLM modelini yeniden kurup CUDA ile çalışacak şekilde yapılandırdım.   Tüm bu işlemler sonucunda artık sistemimde hem geliştirme ortamı hem de LLM modeli CUDA desteğiyle sorunsuz çalışıyor. Bu da, kodlarımda doğal dil yorumlaması gereken bölümlerde LLM’nin çok daha hızlı ve etkili çalışmasını sağladı. | | | |
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