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| --- | --- | --- | --- |
| Bugün, anomali tespiti üzerine geliştirmekte olduğum yapay zekâ tabanlı sistemin son halini danışman görevliyle paylaştım. Sistem artık farklı zaman dilimlerine ve veri tiplerine daha esnek uyum sağlayabiliyor. Özellikle saatlik sıcaklık verileriyle çalışan modüllerde, her zaman dilimine özel eğitimli autoencoder modellerinin çıktıları daha sağlıklı yorumlanabiliyor. Bu sayede sistem, sadece belirli veri tipleri için değil, genişletilebilir yapısıyla başka sensör verilerine de kolayca adapte olabilecek duruma geldi.  Prompt mühendisliği tarafında da önemli gelişmeler kaydettim. LLM destekli analiz sisteminde kullanılan promptlar daha optimize hale getirildi. Artık doğal dildeki açıklamalar, anomalilerin neden kaynaklandığını daha net ifade ediyor. Bu, sistem çıktılarının insan tarafından anlaşılabilirliğini artırdı ve yorumlamayı kolaylaştırdı.  Ancak sistemin en zayıf noktası hâlâ LLM tarafındaki gecikmeler. Ollama framework’ünü Linux üzerinde CUDA desteğiyle çalıştırmak için çeşitli yollar araştırdım ve konuyla ilgili dökümantasyon, forumlar ve örnek uygulamalar üzerinden incelemeler yaptım. Şu anki durumda, GPU kullanılmadığı için LLM yanıt süresi oldukça uzun. Bu da gerçek zamanlı anomali tespitinde gecikmelere yol açıyor. CUDA ile çalıştırma sağlandığında bu sorun büyük ölçüde ortadan kalkacak ve sistemin performansı ciddi şekilde artacak. | | | |
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