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| Today, I spent the majority of my time working on creating a better prompt for the project. My main goal was to ensure that the LLM would provide more efficient and consistent outputs. I further developed the prompt structure I had been considering for a while, making it more detailed. However, the increased level of detail introduced a new problem: the model I was using could not efficiently process such detailed input. As a result, the outputs were not as satisfactory as I had expected.  A higher-parameter LLM model could theoretically resolve this issue, but I do not have a GPU powerful enough to support it. Therefore, I focused on selecting the model that would provide the best performance with my current hardware. After some research, I decided on the Qwen3 model because its parameter count is balanced and its performance is high. I plan to complete the project using this model and will present a working version soon.  Later in the day, I had a discussion with the engineer who actively guides me during my internship. They explained that they are working with various data from an elevator system. Their main goal is to understand which type of data corresponds to which function of the system. They showed me several sample data points, and together we tried to interpret their meanings. Since I have limited experience in this area, I could not reach a definitive conclusion. Nevertheless, seeing how data analysis can be so domain-specific and context-dependent provided me with a new perspective. | | | |
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