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## QUESTION 1

### 1. Provide a practical example(use data) where ordinal logistic regression would be preferred over binary logistic regression. Justify your choice based on the nature of the data and the research question.(10marks)

# Load the necessary libraries  
library(readxl)

## Warning: package 'readxl' was built under R version 4.3.3

library(MASS)  
  
# Load the data   
data <- read.csv("C:\\Users\\HP\\Desktop\\R- CODES\\wine data.csv")  
  
# summary and structure of the data  
str(data)

## 'data.frame': 6497 obs. of 15 variables:  
## $ fixed\_acidity : num 7.4 7.8 7.8 11.2 7.4 7.4 7.9 7.3 7.8 7.5 ...  
## $ volatile\_acidity : num 0.7 0.88 0.76 0.28 0.7 0.66 0.6 0.65 0.58 0.5 ...  
## $ citric\_acid : num 0 0 0.04 0.56 0 0 0.06 0 0.02 0.36 ...  
## $ residual\_sugar : num 1.9 2.6 2.3 1.9 1.9 1.8 1.6 1.2 2 6.1 ...  
## $ chlorides : num 0.076 0.098 0.092 0.075 0.076 0.075 0.069 0.065 0.073 0.071 ...  
## $ free\_sulfur\_dioxide : num 11 25 15 17 11 13 15 15 9 17 ...  
## $ total\_sulfur\_dioxide: num 34 67 54 60 34 40 59 21 18 102 ...  
## $ density : num 0.998 0.997 0.997 0.998 0.998 ...  
## $ pH : num 3.51 3.2 3.26 3.16 3.51 3.51 3.3 3.39 3.36 3.35 ...  
## $ sulfates : num 0.56 0.68 0.65 0.58 0.56 0.56 0.46 0.47 0.57 0.8 ...  
## $ alcohol : num 9.4 9.8 9.8 9.8 9.4 9.4 9.4 10 9.5 10.5 ...  
## $ quality : int 5 5 5 6 5 5 5 7 7 5 ...  
## $ color : chr "red" "red" "red" "red" ...  
## $ is\_red : int 1 1 1 1 1 1 1 1 1 1 ...  
## $ high\_quality : int 0 0 0 0 0 0 0 1 1 0 ...

summary(data)

## fixed\_acidity volatile\_acidity citric\_acid residual\_sugar   
## Min. : 3.800 Min. :0.0800 Min. :0.0000 Min. : 0.600   
## 1st Qu.: 6.400 1st Qu.:0.2300 1st Qu.:0.2500 1st Qu.: 1.800   
## Median : 7.000 Median :0.2900 Median :0.3100 Median : 3.000   
## Mean : 7.215 Mean :0.3397 Mean :0.3186 Mean : 5.443   
## 3rd Qu.: 7.700 3rd Qu.:0.4000 3rd Qu.:0.3900 3rd Qu.: 8.100   
## Max. :15.900 Max. :1.5800 Max. :1.6600 Max. :65.800   
## chlorides free\_sulfur\_dioxide total\_sulfur\_dioxide density   
## Min. :0.00900 Min. : 1.00 Min. : 6.0 Min. :0.9871   
## 1st Qu.:0.03800 1st Qu.: 17.00 1st Qu.: 77.0 1st Qu.:0.9923   
## Median :0.04700 Median : 29.00 Median :118.0 Median :0.9949   
## Mean :0.05603 Mean : 30.53 Mean :115.7 Mean :0.9947   
## 3rd Qu.:0.06500 3rd Qu.: 41.00 3rd Qu.:156.0 3rd Qu.:0.9970   
## Max. :0.61100 Max. :289.00 Max. :440.0 Max. :1.0390   
## pH sulfates alcohol quality   
## Min. :2.720 Min. :0.2200 Min. : 8.00 Min. :3.000   
## 1st Qu.:3.110 1st Qu.:0.4300 1st Qu.: 9.50 1st Qu.:5.000   
## Median :3.210 Median :0.5100 Median :10.30 Median :6.000   
## Mean :3.219 Mean :0.5313 Mean :10.49 Mean :5.818   
## 3rd Qu.:3.320 3rd Qu.:0.6000 3rd Qu.:11.30 3rd Qu.:6.000   
## Max. :4.010 Max. :2.0000 Max. :14.90 Max. :9.000   
## color is\_red high\_quality   
## Length:6497 Min. :0.0000 Min. :0.0000   
## Class :character 1st Qu.:0.0000 1st Qu.:0.0000   
## Mode :character Median :0.0000 Median :0.0000   
## Mean :0.2461 Mean :0.1966   
## 3rd Qu.:0.0000 3rd Qu.:0.0000   
## Max. :1.0000 Max. :1.0000

# Remove missing values  
data <- na.omit(data)  
  
# Display a portion of the data   
head(data)

## fixed\_acidity volatile\_acidity citric\_acid residual\_sugar chlorides  
## 1 7.4 0.70 0.00 1.9 0.076  
## 2 7.8 0.88 0.00 2.6 0.098  
## 3 7.8 0.76 0.04 2.3 0.092  
## 4 11.2 0.28 0.56 1.9 0.075  
## 5 7.4 0.70 0.00 1.9 0.076  
## 6 7.4 0.66 0.00 1.8 0.075  
## free\_sulfur\_dioxide total\_sulfur\_dioxide density pH sulfates alcohol  
## 1 11 34 0.9978 3.51 0.56 9.4  
## 2 25 67 0.9968 3.20 0.68 9.8  
## 3 15 54 0.9970 3.26 0.65 9.8  
## 4 17 60 0.9980 3.16 0.58 9.8  
## 5 11 34 0.9978 3.51 0.56 9.4  
## 6 13 40 0.9978 3.51 0.56 9.4  
## quality color is\_red high\_quality  
## 1 5 red 1 0  
## 2 5 red 1 0  
## 3 5 red 1 0  
## 4 6 red 1 0  
## 5 5 red 1 0  
## 6 5 red 1 0

# Convert quality to factor variable  
data$quality <- as.factor(data$quality)

# Fit an ordinal logistic regression model  
model <- polr(data$quality ~ alcohol+ pH, data = data,Hess = TRUE)  
model

## Call:  
## polr(formula = data$quality ~ alcohol + pH, data = data, Hess = TRUE)  
##   
## Coefficients:  
## alcohol pH   
## 0.8334452 -0.3599026   
##   
## Intercepts:  
## 3|4 4|5 5|6 6|7 7|8 8|9   
## 1.832830 3.977303 6.879924 9.271071 11.543087 15.295046   
##   
## Residual Deviance: 15000.93   
## AIC: 15016.93

### EXPLANATION

Ordinal logistic regression is preferred for this wine quality data set because the quality ratings are ordered categories. Binary logistic regression is suitable for binary outcomes, such as determining if the wine is red or white. Here, our goal is to assess the quality of wine based on independent variables, making ordinal logistic regression the appropriate choice.

The output of the code using the ordinal logistic regression give the following:

1. The estimated coefficient is for alcohol approximately 0.8334452. This positive value suggests that as the alcohol content increases, the likelihood of the wine being rated in a higher quality category also increases.
2. The estimated coefficient is for ph approximately -0.3599026. This negative value indicates that as the pH level increases, the likelihood of the wine being rated in a higher quality category decreases.
3. These intercept values indicate the thresholds at which the probability of the response variable shifts from one category to the next. For example, 3|4 is approximately 1.832830.
4. The residual deviance is approximately 15000.93. This value measures how well the model fits the data.
5. The AIC is approximately 15016.93. The AIC measures the quality of the model, considering both goodness of fit and model complexity. Lower AIC values indicate better models.

## QUESTION 2

### Using data .Compare multinational logistic regression , transform the data to binary logistic regression and ordinal logistic regression, highlighting the types of outcome variables each model is suited for and the key differences in their formulation. (10marks)

### MULTINORMAL LOGISTIC REGRESSION

Multinomial logistic regression is used to model nominal outcome variables, in which the log odds of the outcomes are modeled as a linear combination of the predictor variables.

The model estimates the log-odds of each category relative to the baseline category as a function of predictor variables.

The model has no specific assumptions about the relationship between categories.

An example of a data set that may be used here is the iris data set since the outcome variable is more than two and it is nominal. The outcome variables being species of iris flowers: Setosa, Versicolor, Virginica.

The main purpose of this data is predicting the species of an iris flower based on its features.

# Load the necessary libraries  
library(readxl)  
library(MASS)  
library(nnet)  
  
# Load the data   
data <- read.csv("C:\\Users\\HP\\Desktop\\R- CODES\\Iris.csv")  
  
# summary and structure of the data  
str(data)

## 'data.frame': 150 obs. of 6 variables:  
## $ Id : int 1 2 3 4 5 6 7 8 9 10 ...  
## $ SepalLengthCm: num 5.1 4.9 4.7 4.6 5 5.4 4.6 5 4.4 4.9 ...  
## $ SepalWidthCm : num 3.5 3 3.2 3.1 3.6 3.9 3.4 3.4 2.9 3.1 ...  
## $ PetalLengthCm: num 1.4 1.4 1.3 1.5 1.4 1.7 1.4 1.5 1.4 1.5 ...  
## $ PetalWidthCm : num 0.2 0.2 0.2 0.2 0.2 0.4 0.3 0.2 0.2 0.1 ...  
## $ Species : chr "Iris-setosa" "Iris-setosa" "Iris-setosa" "Iris-setosa" ...

summary(data)

## Id SepalLengthCm SepalWidthCm PetalLengthCm   
## Min. : 1.00 Min. :4.300 Min. :2.000 Min. :1.000   
## 1st Qu.: 38.25 1st Qu.:5.100 1st Qu.:2.800 1st Qu.:1.600   
## Median : 75.50 Median :5.800 Median :3.000 Median :4.350   
## Mean : 75.50 Mean :5.843 Mean :3.054 Mean :3.759   
## 3rd Qu.:112.75 3rd Qu.:6.400 3rd Qu.:3.300 3rd Qu.:5.100   
## Max. :150.00 Max. :7.900 Max. :4.400 Max. :6.900   
## PetalWidthCm Species   
## Min. :0.100 Length:150   
## 1st Qu.:0.300 Class :character   
## Median :1.300 Mode :character   
## Mean :1.199   
## 3rd Qu.:1.800   
## Max. :2.500

# Remove missing values  
data <- na.omit(data)  
  
# Display a portion of the data   
head(data)

## Id SepalLengthCm SepalWidthCm PetalLengthCm PetalWidthCm Species  
## 1 1 5.1 3.5 1.4 0.2 Iris-setosa  
## 2 2 4.9 3.0 1.4 0.2 Iris-setosa  
## 3 3 4.7 3.2 1.3 0.2 Iris-setosa  
## 4 4 4.6 3.1 1.5 0.2 Iris-setosa  
## 5 5 5.0 3.6 1.4 0.2 Iris-setosa  
## 6 6 5.4 3.9 1.7 0.4 Iris-setosa

# Convert quality to factor variable  
data$Species <- as.factor(data$Species)

# Fit the multinomial logistic regression model  
multinom\_model <- multinom(Species ~ SepalWidthCm + PetalWidthCm, data = data)

## # weights: 12 (6 variable)  
## initial value 164.791843   
## iter 10 value 70.781067  
## iter 20 value 21.873277  
## iter 30 value 13.705776  
## final value 13.699604   
## converged

# Summary of the model  
summary(multinom\_model)

## Call:  
## multinom(formula = Species ~ SepalWidthCm + PetalWidthCm, data = data)  
##   
## Coefficients:  
## (Intercept) SepalWidthCm PetalWidthCm  
## Iris-versicolor 6.525313 -17.11760 49.39708  
## Iris-virginica -7.854127 -21.02479 65.09753  
##   
## Std. Errors:  
## (Intercept) SepalWidthCm PetalWidthCm  
## Iris-versicolor 12.91454 34.03949 12.84502  
## Iris-virginica 12.94621 34.04715 12.81258  
##   
## Residual Deviance: 27.39921   
## AIC: 39.39921

### EXPLANATION

The coefficients are values for each category of the Species variable, specifically for Iris-versicolor and Iris-virginica, with Iris-setosa as the reference category.

In general, the coefficients indicate the log-odds of being in the Iris-versicolor or Iris-virginica category relative to the reference category (Iris-setosa) for a one-unit increase in the predictor variables (SepalWidthCm and PetalWidthCm).

The standard errors for the coefficients provide an estimate of the variability of the coefficient estimates. Larger standard errors indicate more variability and less precise estimates.

Lower values of these metrics such as AIC and Deviance generally suggest that the model explains the data better.The model shows a lower residual deviance and AIC, which indicates a better fit of the model to the data.

### Binary Logistic Regression

Binary logistic regression is used to model binary outcome variables that is ,two possible outcomes.

Models the log-odds of one category usually coded as 1 relative to the other category coded as 0 and estimates the probability of the outcome being in one of the two categories as a function of predictor variables.

The models has no special assumptions beyond logistic regression.

To transform the iris data set to fit this model, we will choose one species as the reference category and combine the other two species into a single category.

# Convert Species to a binary outcome (Virginica vs. others)  
data$SpeciesBinary <- ifelse(data$Species == "Iris-virginica", "Virginica", "Others")  
  
# Convert to factor  
data$SpeciesBinary <- as.factor(data$SpeciesBinary)  
  
# Fit the binary logistic regression model  
binary\_log\_model <- glm(SpeciesBinary ~ SepalWidthCm + PetalWidthCm, family = binomial(), data = data)  
  
# Summary of the model  
summary(binary\_log\_model)

##   
## Call:  
## glm(formula = SpeciesBinary ~ SepalWidthCm + PetalWidthCm, family = binomial(),   
## data = data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -14.379 5.097 -2.821 0.00479 \*\*   
## SepalWidthCm -3.907 1.746 -2.237 0.02526 \*   
## PetalWidthCm 15.700 3.662 4.288 1.81e-05 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 190.954 on 149 degrees of freedom  
## Residual deviance: 27.399 on 147 degrees of freedom  
## AIC: 33.399  
##   
## Number of Fisher Scoring iterations: 9

### EXPLANATION

The binary logistic regression model is fitted with SpeciesBinary where we have only two outcome variables that is , Virginica vs. Others as the response variable where other is SepalWidthCm and PetalWidthCm as predictor variables.

The coefficients indicate the change in the log-odds of the response variable being “Virginica” versus “Others” for a one-unit increase in each predictor variable. For example the negative coefficient for SepalWidthCm suggests that an increase in SepalWidthCm decreases the log-odds of the species being “Virginica” versus “Others.”

The standard errors provide an estimate of the variability of the coefficient estimates. Smaller standard errors indicate more precise estimates.For example the standard error for SepalWidthCm is 1.746 this mean that if we repeatedly sampled data from the population and recalculated the coefficient, the values would typically vary by about 1.746 units around the estimated coefficient.

The p-value for all the predictor variables are lower than the common alpha values that is 0.05 hence the predictor values are highly significant, hence there is an association between the dependent and independent variables.

The null deviance represents the model with only an intercept, and the residual deviance represents the model with the predictors included. Lower values of residual deviance and AIC indicate a better fit of the model to the data.

The number of Fisher Scoring iterations (9) shows the convergence of the model fitting process.

### Ordinal Logistic Regression

Ordinal logistic regression is used to model ordinal outcome variables, where the categories have a natural order.

Models the log-odds of being at or above each category threshold and estimates the log-odds of being in a higher or equal category as a function of predictor variables.

The model assumes that the relationship between each pair of outcome categories is the same.

The iris data set doesn’t naturally fit this model since the species categories are nominal, but we can order them so as to do the OLR.

# Rank species (Virginica < Setosa < Versicolor)  
data$SpeciesOrdinal <- factor(data$Species, ordered = TRUE, levels = c("Iris-virginica", "Iris-setosa", "Iris-versicolor"))  
  
# Fit the ordinal logistic regression model  
ordinal\_logit\_model <- polr(SpeciesOrdinal ~ SepalWidthCm + PetalWidthCm, data = data, Hess = TRUE )  
  
# Summary of the model  
summary(ordinal\_logit\_model)

## Call:  
## polr(formula = SpeciesOrdinal ~ SepalWidthCm + PetalWidthCm,   
## data = data, Hess = TRUE)  
##   
## Coefficients:  
## Value Std. Error t value  
## SepalWidthCm -1.985 0.4315 -4.600  
## PetalWidthCm -1.458 0.2550 -5.719  
##   
## Intercepts:  
## Value Std. Error t value  
## Iris-virginica|Iris-setosa -8.5426 1.5488 -5.5157  
## Iris-setosa|Iris-versicolor -6.7932 1.4849 -4.5749  
##   
## Residual Deviance: 285.1016   
## AIC: 293.1016

### EXPLANATION

The following are some of the insights for the output:

1. The coefficient for SepalWidthCm is -1.985 which implies that for a one-unit increase in SepalWidthCm, the log-odds of being in a higher category that is moving from Iris-virginica to Iris-setosa or from Iris-setosa to Iris-versicolor decreases by 1.985.
2. Similarly, the coefficient for PetalWidthCm is -1.458, indicating that a one-unit increase in PetalWidthCm decreases the log-odds of being in a higher category by 1.458.
3. The standard error for both predictor variables indicates the variability of the coefficient estimate, and the t-value of suggests whether the predictor variable is a statistically significant predictor. For example The standard error of 0.4315 indicates the variability of this estimate, and the t-value of -4.600 suggests that SepalWidthCm is a statistically significant predictor.
4. The intercept values in an ordinal logistic regression model represent the thresholds at which the probability shifts from one category to the next. For example, an intercept of -8.5426 indicates the log-odds at the boundary between the “Iris-virginica” and “Iris-setosa” categories. A negative intercept suggests that when predictor variables are at their reference levels, the log-odds of being in a higher category (e.g moving from “Iris-virginica” to “Iris-setosa”) are lower.
5. The residual deviance and AIC are measures of the model fit. Lower values indicate a better fit. In this case, these values suggest how well the model explains the data, with the AIC providing a balance between model fit and complexity.

## QUESTION 3

### Using data . Define Poisson regression and list its key assumptions. Explain why these assumptions are important for modeling count data effectively.(10marks)

### POISSON REGRESSION

Poisson Regression model is used to model count data and model response variables (Y-values) that are counts.

Using the bicycle data set we are able to use to analyze on bike utilization in New York therefore, the “Total” column would generally be the outcome variable of interest crossing all bridges combined.

The following are assumption made when using the poisson regression model:

1. The response Y has a poisson distribution.
2. The dependent variable,Y consists of count data that must be positive,count variables require integer data that must be zero or greater.
3. There is one or more independent variables, which can be measured on a continuous, ordinal or nominal/dichotomous scale.
4. There is independence of observations that is, each observation is independent of the other observations.
5. The mean and variance of the model are identical.

The following are reasons as to why the assumptions in poisson is important for modeling count data:

1. It ensures the model is appropriate for the type of data.
2. It ensures that the response variable follows a Poisson distribution and that the mean equals the variance is crucial for correctly applying Poisson regression.
3. It prevent incorrect standard errors and significance tests by ensuring that independence of observations is vital for valid statistical inference.

# Load the necessary libraries  
library(readxl)  
library(MASS)  
  
# Load the data   
data <- read.csv("C:\\Users\\HP\\Desktop\\R- CODES\\nyc-east-river-bicycle-counts.csv")  
  
# summary and structure of the data  
str(data)

## 'data.frame': 210 obs. of 11 variables:  
## $ X : int 0 1 2 3 4 5 6 7 8 9 ...  
## $ Date : chr "4/1/2016 0:00" "4/2/2016 0:00" "4/3/2016 0:00" "4/4/2016 0:00" ...  
## $ Day : chr "4/1/2016 0:00" "4/2/2016 0:00" "4/3/2016 0:00" "4/4/2016 0:00" ...  
## $ High.Temp...F. : num 78.1 55 39.9 44.1 42.1 45 57 46.9 43 48.9 ...  
## $ Low.Temp...F. : num 66 48.9 34 33.1 26.1 30 53.1 44.1 37.9 30.9 ...  
## $ Precipitation : chr "0.01" "0.15" "0.09" "0.47 (S)" ...  
## $ Brooklyn.Bridge : int 1704 827 526 521 1416 1885 1276 1982 504 1447 ...  
## $ Manhattan.Bridge : int 3126 1646 1232 1067 2617 3329 2581 3455 997 2387 ...  
## $ Williamsburg.Bridge: int 4115 2565 1695 1440 3081 3856 3282 4113 1507 3132 ...  
## $ Queensboro.Bridge : int 2552 1884 1306 1307 2357 2849 2457 3194 1502 2160 ...  
## $ Total : int 11497 6922 4759 4335 9471 11919 9596 12744 4510 9126 ...

summary(data)

## X Date Day High.Temp...F.   
## Min. : 0.00 Length:210 Length:210 Min. :39.90   
## 1st Qu.: 52.25 Class :character Class :character 1st Qu.:55.00   
## Median :104.50 Mode :character Mode :character Median :62.10   
## Mean :104.50 Mean :60.58   
## 3rd Qu.:156.75 3rd Qu.:68.00   
## Max. :209.00 Max. :81.00   
## Low.Temp...F. Precipitation Brooklyn.Bridge Manhattan.Bridge  
## Min. :26.10 Length:210 Min. : 504 Min. : 997   
## 1st Qu.:44.10 Class :character 1st Qu.:1447 1st Qu.:2617   
## Median :46.90 Mode :character Median :2380 Median :4165   
## Mean :46.41 Mean :2270 Mean :4050   
## 3rd Qu.:50.00 3rd Qu.:3147 3rd Qu.:5309   
## Max. :66.00 Max. :3871 Max. :6951   
## Williamsburg.Bridge Queensboro.Bridge Total   
## Min. :1440 Min. :1306 Min. : 4335   
## 1st Qu.:3282 1st Qu.:2457 1st Qu.: 9596   
## Median :5194 Median :3477 Median :15292   
## Mean :4862 Mean :3353 Mean :14534   
## 3rd Qu.:6030 3rd Qu.:4192 3rd Qu.:18315   
## Max. :7834 Max. :5032 Max. :23318

# Remove missing values  
data <- na.omit(data)  
  
# Display a portion of the data   
head(data)

## X Date Day High.Temp...F. Low.Temp...F. Precipitation  
## 1 0 4/1/2016 0:00 4/1/2016 0:00 78.1 66.0 0.01  
## 2 1 4/2/2016 0:00 4/2/2016 0:00 55.0 48.9 0.15  
## 3 2 4/3/2016 0:00 4/3/2016 0:00 39.9 34.0 0.09  
## 4 3 4/4/2016 0:00 4/4/2016 0:00 44.1 33.1 0.47 (S)  
## 5 4 4/5/2016 0:00 4/5/2016 0:00 42.1 26.1 0  
## 6 5 4/6/2016 0:00 4/6/2016 0:00 45.0 30.0 0  
## Brooklyn.Bridge Manhattan.Bridge Williamsburg.Bridge Queensboro.Bridge Total  
## 1 1704 3126 4115 2552 11497  
## 2 827 1646 2565 1884 6922  
## 3 526 1232 1695 1306 4759  
## 4 521 1067 1440 1307 4335  
## 5 1416 2617 3081 2357 9471  
## 6 1885 3329 3856 2849 11919

# Convert Total back to numeric  
data$Total <- as.numeric(as.character(data$Total))

# Fit the Poisson model   
pois\_model <- glm(Total ~ Brooklyn.Bridge + Manhattan.Bridge, family="poisson", data=data)  
  
# Summary model  
summary(pois\_model)

##   
## Call:  
## glm(formula = Total ~ Brooklyn.Bridge + Manhattan.Bridge, family = "poisson",   
## data = data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 8.535e+00 1.810e-03 4715.28 <2e-16 \*\*\*  
## Brooklyn.Bridge 2.873e-04 2.906e-06 98.87 <2e-16 \*\*\*  
## Manhattan.Bridge 7.811e-05 1.621e-06 48.18 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for poisson family taken to be 1)  
##   
## Null deviance: 490643 on 209 degrees of freedom  
## Residual deviance: 26796 on 207 degrees of freedom  
## AIC: 29181  
##   
## Number of Fisher Scoring iterations: 4

### EXPLANATION

The following insights are derived from the output:

* 1. The intercept represents the baseline log count of bicycles when counts for both Brooklyn Bridge and Manhattan Bridge are zero. The estimate is 8.535.
  2. For each additional bicycle counted on the Brooklyn Bridge, the log count of total bicycles increases by 0.0002873. This coefficient is highly significant with a p-value much smaller than 0.05 (< 2e-16).
  3. For each additional bicycle counted on the Manhattan Bridge, the log count of total bicycles increases by 0.00007811. This coefficient is also highly significant with a p-value much smaller than 0.05 (< 2e-16).
  4. The residual deviance is lower than the null deviance, indicating that the model fits the data better than a model with no predictors