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# Additional packages needed

install.packages("ggplot2");  
install.packages("C50");  
install.packages("gmodels");  
install.packages("rpart");  
install.packages("rattle");  
install.packages("RColorBrewer");  
install.packages("tree");  
install.packages("party");

require("ggplot2");

## Loading required package: ggplot2

require("C50");

## Loading required package: C50

require("gmodels");

## Loading required package: gmodels

require("rpart");

## Loading required package: rpart

require("RColorBrewer");

## Loading required package: RColorBrewer

require("tree");

## Loading required package: tree

require("party");

## Loading required package: party

## Loading required package: grid

## Loading required package: mvtnorm

## Loading required package: modeltools

## Loading required package: stats4

## Loading required package: strucchange

## Loading required package: zoo

##   
## Attaching package: 'zoo'

## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

## Loading required package: sandwich

## **About the dataset**

The dataset used is taken from UCI Machine learning Repository. The dataset is **Teaching Assistant Evaluation Dataset**. The data consist of evaluations of teaching performance over three regular semesters and two summer semesters of 151 teaching assistant (TA) assignments at the Statistics Department of the University of Wisconsin-Madison. The scores were divided into 3 roughly equal-sized categories ("low", "medium", and "high") to form the class variable.

Attribute Information. 1. Whether of not the TA is a native English speaker (binary); 1=English speaker, 2=non-English speaker 2. Course instructor (categorical, 25 categories) 3. Course (categorical, 26 categories) 4. Summer or regular semester (binary) 1=Summer, 2=Regular 5. Class size (numerical) 6. Class attribute (categorical) 1=Low, 2=Medium, 3=High

# Loading the dataset   
  
Data\_Url <-"https://archive.ics.uci.edu/ml/machine-learning-databases/tae/tae.data"  
TAData <- read.csv(url(Data\_Url), header = FALSE, sep = ",")  
head(TAData)

## V1 V2 V3 V4 V5 V6  
## 1 1 23 3 1 19 3  
## 2 2 15 3 1 17 3  
## 3 1 23 3 2 49 3  
## 4 1 5 2 2 33 3  
## 5 2 7 11 2 55 3  
## 6 2 23 3 1 20 3

##Step 1: Decision Trees -----------------------------------  
  
# Whether of not the TA is a native English speaker: 1=English speaker, 2=non-English speaker  
  
##Step 2: Exploring and preparing the data -----------------------  
str(TAData)

## 'data.frame': 151 obs. of 6 variables:  
## $ V1: int 1 2 1 1 2 2 2 2 1 2 ...  
## $ V2: int 23 15 23 5 7 23 9 10 22 15 ...  
## $ V3: int 3 3 3 2 11 3 5 3 3 3 ...  
## $ V4: int 1 1 2 2 2 1 2 2 1 1 ...  
## $ V5: int 19 17 49 33 55 20 19 27 58 20 ...  
## $ V6: int 3 3 3 3 3 3 3 3 3 3 ...

# look at the class  
table(TAData$V1)

##   
## 1 2   
## 29 122

# create a random sample for training and test data  
set.seed(99999)  
TA\_rand <- TAData[order(runif(151)),]  
  
# compare the original order and TA\_rand(random order)  
summary(TAData$V6)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.00 1.00 2.00 2.02 3.00 3.00

summary(TA\_rand$V6)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.00 1.00 2.00 2.02 3.00 3.00

head(TAData$V6)

## [1] 3 3 3 3 3 3

head(TA\_rand$V6)

## [1] 2 3 1 3 3 2

# split the data frames  
TAData\_train <- TA\_rand[1:100,]  
TAData\_test <- TA\_rand[101:151,]  
  
# converting int to factors  
TAData\_train$V1 <- as.factor(TAData\_train$V1)  
TAData\_test$V1 <- as.factor(TAData\_test$V1)  
  
# check proportion of class variable  
prop.table(table(TAData\_train$V1))

##   
## 1 2   
## 0.16 0.84

prop.table(table(TAData\_test$V1))

##   
## 1 2   
## 0.254902 0.745098

## Step 3: Training a model on the data ---------------------  
  
model <- C5.0(TAData\_train[-1],TAData\_train$V1)  
  
# display simple facts about the tree  
model

##   
## Call:  
## C5.0.default(x = TAData\_train[-1], y = TAData\_train$V1)  
##   
## Classification Tree  
## Number of samples: 100   
## Number of predictors: 5   
##   
## Tree size: 3   
##   
## Non-standard options: attempt to group attributes

# display detailed information about the tree  
summary(model)

##   
## Call:  
## C5.0.default(x = TAData\_train[-1], y = TAData\_train$V1)  
##   
##   
## C5.0 [Release 2.07 GPL Edition] Thu Mar 17 08:14:16 2016  
## -------------------------------  
##   
## Class specified by attribute `outcome'  
##   
## Read 100 cases (6 attributes) from undefined.data  
##   
## Decision tree:  
##   
## V2 <= 21: 2 (78/6)  
## V2 > 21:  
## :...V6 <= 2: 2 (13/3)  
## V6 > 2: 1 (9/2)  
##   
##   
## Evaluation on training data (100 cases):  
##   
## Decision Tree   
## ----------------   
## Size Errors   
##   
## 3 11(11.0%) <<  
##   
##   
## (a) (b) <-classified as  
## ---- ----  
## 7 9 (a): class 1  
## 2 82 (b): class 2  
##   
##   
## Attribute usage:  
##   
## 100.00% V2  
## 22.00% V6  
##   
##   
## Time: 0.0 secs

## Step 4: Evaluating model performance -------------------  
  
# create a factor vector of predictions(model) on test data  
TAData\_pred <- predict(model, TAData\_test)  
  
# cross tabulation of predicted versus actual classes  
  
CrossTable(TAData\_test$V1, TAData\_pred, prop.chisq = FALSE, prop.c = FALSE, prop.r = FALSE, dnn = c('actual type', 'predicted type'))

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 51   
##   
##   
## | predicted type   
## actual type | 1 | 2 | Row Total |   
## -------------|-----------|-----------|-----------|  
## 1 | 3 | 10 | 13 |   
## | 0.059 | 0.196 | |   
## -------------|-----------|-----------|-----------|  
## 2 | 1 | 37 | 38 |   
## | 0.020 | 0.725 | |   
## -------------|-----------|-----------|-----------|  
## Column Total | 4 | 47 | 51 |   
## -------------|-----------|-----------|-----------|  
##   
##

formula <- V1 ~ V2 + V3 + V4 + V5 + V6  
  
fit = rpart(formula, method = "class", data = TAData\_train)  
  
# display the results  
printcp(fit)

##   
## Classification tree:  
## rpart(formula = formula, data = TAData\_train, method = "class")  
##   
## Variables actually used in tree construction:  
## [1] V2 V6  
##   
## Root node error: 16/100 = 0.16  
##   
## n= 100   
##   
## CP nsplit rel error xerror xstd  
## 1 0.15625 0 1.0000 1.000 0.22913  
## 2 0.01000 2 0.6875 1.125 0.24012

# visualize cross-validation results  
plotcp(fit)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAaVBMVEUAAAAAACsAAFUAKysAK4AAVaorAAArACsrAFUrKysrgNRVAABVACtVVStVVapVgIBVqqpVqv+AKwCAVQCAgFWAqoCA1P+qVQCqVVWq///UgCvUgIDU/6rU////qlX/1ID//6r//9T///+1IUVTAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAK40lEQVR4nO2dC3ujNhpGyW7sae3uxd5t3NINvvz/H7lIgA3JcJUE6OWcTupRImw9OaMr6FPyAGmSpQsAYUGwOAgWB8HiIFicbQi+HU89OdIkOZjXrC9jbGxDcC+346F8RbAklVgER8Z1nyTJyXrLG+HEtsNpUjbHhswmTLa//Vlkf//fb/81iWe2Rv7o0BZ83Z+Mw1NVMVMj7u0j/35pLLP2d40afDu+fz5e2Rr540NbcGaq5ePZ8hrfRW9b/uB+tom3j6bgw+OVrZE/QrQF346FmMLf/ZxXzdzmo6za1Uv+/6bg0+OVrZE/QrQF506ffXDR2NpON7HffFTe8p9+F1xla+SPEHHBhkvZAhcdaVEjS/pq8Nf8EbIBwWUFtQ30l4lQSx98qmWLfeKkLdhWv9JfWlZF+3opE99H0Yd6e26yNfLHh7Zg25XmbnJntje2famZ1z4HxcU8+FVPL/k8uPj7M1sjf3SICwYEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEixNS8PWXaDd8rI7UbsGZQEDB1e5rcMfEnpi2kTWc4CzmLVsrw8aRuJ93Ey4NJjhLDvEGtlglKxP8iDlyySpJV9ZEI9gr2cRgXQiOhjIGxUgQHA+ThtEIjodJwboQHAOF2km/TwRHwSXvfouYT2NBcBxcpgbb42aDOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIsTVDD/enwy7beJ4GhAsDgIFgfB4iBYHASLg2BxECzOKgQnMBNLCfb7dtAGgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4gQV3BGvCcEzEUTw7fi6W9USQAfBMxGmBmdFPExq8PIEaqJvRxMPE8HLE6wPvrx9IHgFhBtkpckBwcsTcBR93f8dwYsTcpp0P7dHTUTwTLDQIU5owSnz4GWZuQaPf1wX3KCJFgfB4iBYHASLw90kccLU4Pu575gNBM9EoCa69wBMBM9EqD446znbBcHhSFoTg6/yXAjwCoLFcRQ87eC0zkKAVxwF346TTk7rKgR4xbWJ9nLSIILD4VyDu5cwJhQCvMIgSxwEi+Ms+LrPG+gpx8RP+VwYjfMgy25bSKcdQzz6c2E0nubBqdm74KcQ4BVP82C32RKCw0ENFoc+WBxG0eIwDxaHu0nicDdJHO4micPdJHEYZInDIEscBlniMMgSh0GWOAyyxEGwOC6CayMs7gevFWfBxUQJwWtlDsFpPgizdZ0wSvMzg+D07SPParYII3h+wgsuMtzP758IXoDwgquh2OX9s1VwUv9KvqT58vnlX/BzufqyG1aDqc8+maMPLn92Ow6LsoNgn7gJ7g2QZKmeuWwNt4PgcLgIDlMIBHsFweLMKphB1vwsWYNb4kUj2Cc00eIgWBxnwflc6f3z4vboHYLD4So4e/tI3z9vRyfDCA6Ho2CzjpV23EZ4TIgXjWCfOAo2q5VGcNdS5dh40Qj2iacafOna4T8yXjSCfeKnD+7Z4T8uXjSCfeJjFO15hz+CfcI8WBwEi+M8iu4ZP40vBIK94lqDL+49MIJD4qGJzswShlNFRnA4/PTB/WsZI94OwR5p3oulBquR2P9qycHXldzP9MErJqn+vNKDLyxgFL1iqqdlXAR7KknIN98YSf1BKPca7KlQId98CzSsNn7g1AffjocQMToQPIxWq18y1VOD39uhXL1vh+B2kkFWG1e0JgZddfutGEH73OGP4C+Mltq4uDUx6KpKcMcjO2MLgWCLk9X6+7QmBlx1eRWCh+584Mtq/S1bE4Ouqmqwx0JsTnAAq/V3b00MvspzIbYhOKzV+ge1JoZdVc2T6IMHMJvV+me2JoZdZSJv7B7XvcdjdbQEj5/YeP781sSgq8yWhsw8+O7xYCwBwQtLbRSlNTHoKvPg+/WXP+2Xp0JEK3hFVms4CjYPvpuR9GYFr9NqDdc+2KxwXA4ba6JXb7WG8zTpsuuIjzSlEGsVHJPVGsyDO4nUag0Efyd+qzUQXH6olNUaLoKHRrqzT+Z15VlKsKrUOjPU4LS61ZS13XOaVfAWrNYIL7h2OFrbZCq84I1ZreEsuDfKzoCjOwIJ3q7VGq6C+6PszFyDsdrEw1JlT5SdZzThgH0wVlvxcLOhL8rOc7Tdupw5SbDsxMYvnmpwZ5SdkYXoecwXqaPw0wf3RNkZU4gvz+Lbb2F1Oj5G0YP3Fw6IF508/2DVC0suVf5M4VOtl08Ab4L/8nTD/1mDwQ9ugtNygdljCIef9MHggJPgfIRlx8+Zz50NNM9ecRFsg4zmM+GUUIbrxe124cFY/rU7AgvxohfFTbCZ/V76mmfiRS+JB8G9i1jEi14QD4L74+wQL3o5ZhE8qhAI9gqCxZnjobtxhUCwV5Zci255OwT7BMHiIFgcBIuDYHEQLA6CxWEeLA41WBwEi+MqmEh3K8dVMJHuVo6jYCLdrR1nwUS6WzeOgjcf6W71uPbBm4x0FxPO06TNRLqLFObBWwLB4kwZRXM4ZURMWegYvv176OciOBjTmmgOiI6GyX0wR7zHATVYnCkrWfTBEcEoWpxpTXQtGKWXz0VwMAIJzqdSO9uWt900RvBMhBFsQx0muzLkQ//nIjgYQQTbH2d2ILZcQHCwBBFsdxEX0WhnDggOX3G42fBH60IHNXg9jH3w/Z9V+rrvCghe9cGtVR3BMzF6Z0O5xHHpvuHPKHotjG2ic2s7U33dFioRPBvj++AsefsHS5XRMGGQVVTigQwICD6mFDCW8YJTU4On3ipsiemO4GCMFXw7FgtUbsGEqcGzEWgUPfJzERyMMPPg9Z4+ujmCrGSt7fTRLRPkuehVnD4KliCClzt9FL5CDRYnzNaVsaePQjAC7U0aefooBGMdm88gGAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuzmGCYiYUEz/jmm2PabxPB0YBgcRAsDoLFQbA4CBYHweIgWJwVCoblQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWJwggrPaOcRp4nrg5XbJktqJzvXEpfVUlG+EFnw7oncq5tf4/FXWE1n7sTffCC/41JUT2inOIbvsviVuxxUIvh3/fUyS03XfcVQpdHLdm7pRnrVeT6Tv/1mD4LwWp+aVGjyR6w/TDpanRNYS+V9X0Afbvjf/Z4fgyRQdXdndvRKmsV6F4JPtgBE8mRbB5lxQBCvw8yba/gXBCvx8kJWW20eH/loRvFpap0nUYBFaFzoQLEJarE7ez7tXwrK0YFgPCBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcTYt2OyW3z2uP37f64bj27Lg9O3DROK77pPTIxscEyEyNiy4irJ43ZvXdPie6qjYsOAirkn1Wg+gqsSWBf/4qL0iWI5nDUawJs0+eERck6jYsGA7ir6fd9e9iVDEKFqQch68/9d+eOS42Ni04IKqL9YEwQhWB8EQMQgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcBIvzf4ZJCVLZWaB7AAAAAElFTkSuQmCC)

# detailed summary of splits  
summary(fit)

## Call:  
## rpart(formula = formula, data = TAData\_train, method = "class")  
## n= 100   
##   
## CP nsplit rel error xerror xstd  
## 1 0.15625 0 1.0000 1.000 0.2291288  
## 2 0.01000 2 0.6875 1.125 0.2401172  
##   
## Variable importance  
## V2 V6 V4 V5   
## 50 30 13 7   
##   
## Node number 1: 100 observations, complexity param=0.15625  
## predicted class=2 expected loss=0.16 P(node) =1  
## class counts: 16 84  
## probabilities: 0.160 0.840   
## left son=2 (22 obs) right son=3 (78 obs)  
## Primary splits:  
## V2 < 21.5 to the right, improve=4.893986, (0 missing)  
## V6 < 2.5 to the right, improve=1.853262, (0 missing)  
## V4 < 1.5 to the left, improve=1.507763, (0 missing)  
## V5 < 48.5 to the right, improve=1.280000, (0 missing)  
## V3 < 3.5 to the left, improve=1.280000, (0 missing)  
##   
## Node number 2: 22 observations, complexity param=0.15625  
## predicted class=2 expected loss=0.4545455 P(node) =0.22  
## class counts: 10 12  
## probabilities: 0.455 0.545   
## left son=4 (9 obs) right son=5 (13 obs)  
## Primary splits:  
## V6 < 2.5 to the right, improve=3.1825950, (0 missing)  
## V5 < 33 to the right, improve=0.7305195, (0 missing)  
## V2 < 22.5 to the right, improve=0.4475524, (0 missing)  
## Surrogate splits:  
## V4 < 1.5 to the left, agree=0.773, adj=0.444, (0 split)  
## V5 < 43.5 to the right, agree=0.682, adj=0.222, (0 split)  
## V2 < 22.5 to the right, agree=0.636, adj=0.111, (0 split)  
##   
## Node number 3: 78 observations  
## predicted class=2 expected loss=0.07692308 P(node) =0.78  
## class counts: 6 72  
## probabilities: 0.077 0.923   
##   
## Node number 4: 9 observations  
## predicted class=1 expected loss=0.2222222 P(node) =0.09  
## class counts: 7 2  
## probabilities: 0.778 0.222   
##   
## Node number 5: 13 observations  
## predicted class=2 expected loss=0.2307692 P(node) =0.13  
## class counts: 3 10  
## probabilities: 0.231 0.769

# create additional plots   
  
# two plots on one page  
par(mfrow = c(1,2))   
# visualize cross-validation results   
rsq.rpart(fit)

##   
## Classification tree:  
## rpart(formula = formula, data = TAData\_train, method = "class")  
##   
## Variables actually used in tree construction:  
## [1] V2 V6  
##   
## Root node error: 16/100 = 0.16  
##   
## n= 100   
##   
## CP nsplit rel error xerror xstd  
## 1 0.15625 0 1.0000 1.000 0.22913  
## 2 0.01000 2 0.6875 1.125 0.24012

## Warning in rsq.rpart(fit): may not be applicable for this method
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# plot tree   
plot(fit, uniform = TRUE, main = "Regression Tree for'V1'")  
text(fit, use.n = TRUE, all = TRUE, cex = .8)  
  
### ---------------- plot tree  
  
plot(fit, uniform = T, main = "Classification Tree for TA ")  
text(fit, use.n = TRUE, all = TRUE, cex = .8)
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##----------------- TREE package  
  
tr = tree(formula, data = TAData\_train)  
summary(tr)

##   
## Classification tree:  
## tree(formula = formula, data = TAData\_train)  
## Variables actually used in tree construction:  
## [1] "V2" "V5" "V6"  
## Number of terminal nodes: 10   
## Residual mean deviance: 0.5423 = 48.81 / 90   
## Misclassification error rate: 0.11 = 11 / 100

plot(tr); text(tr)  
  
##-------------------Party package  
  
ct = ctree(formula, data = TAData\_train)  
plot(ct, main ="Conditional Inference Tree")  
  
# Estimated class probabilities  
tr.pred = predict(ct, newdata = TAData\_train, type = "prob")  
  
#Table of prediction errors  
table(predict(ct), TAData\_train$V1)

##   
## 1 2  
## 1 0 0  
## 2 16 84
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\***Generate a Decision Tree with your data. You canuse any method/package you wish. Answer the following questions:**

***Does the size of the data set make a difference?*** I think the size of the dataset makes a big difference.I think increase in the size of the dataset would reduce the error. But this should be done keeping in mind not to overfit the tree as sometime even though the accurary becomes constant, we have a increase in tree subsets with incrase in data size. As we can see with this data it would have had helped if the dataset contained more attributes of binary classification as that would have give more tree subsets which would have helped in better accuracy of the dataset.

\***Do the rules make sense? If so why did the algorithm generate good rules? If not, why not?** Since the dataset does not have many binary attributes the rules makes sense as The decision tree can be linearized into decision rules, where the outcome is the contents of the leaf node, and the conditions along the path form a conjunction in the if clause. Thus helping in finding accurate reults.

\***Does scaling, normalization or leaving the data unscaled make a difference?** Decision tree does not require scaling though unless we would like to compare with other supervised learning methods.