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**Summary**

In this project, I embarked on a comprehensive exploration of data analysis on a data set about healthcare analytics. The project is aimed to provide insights into models that can help predict three distinct types of problems, quantitative response, qualitative response, and a principal components regression (PCR) problem. The qualitative response problem will predict the severity of an illness for an average patient in the hospital, and both the quantitative and PCR will predict the stay of an average patient. This data set was obtained from Kaggle and will be the data set that these models will be used on. The model or models chosen from the exploratory data analysis are based on the test mean squared error (MSE) obtained after training the model and testing the model on our test data. Qualified models that will be considered for our final predictions will be compared if they return an MSE for an output. Models that do not return an MSE or are not available will be omitted from the final models that we will choose for our prediction. Based on our quantitative exploratory data analysis (EDA), the models chosen are multiple linear regression and partial least squares because they have the lowest MSE out of all the models applied to our problem. The average stay for a patient is 17.06 days. The qualitative response uses quadratic discriminant analysis and linear discriminant analysis to predict how severe a patient's illness could be. Both models indicate that an average patient will have a moderate severity of illness. Lastly, the PCR problem was explored, and this model predicted a patient to stay an average of 16.68 days in a hospital.

**Data & Approach**

The analysis in this project is aimed at trying to tackle real-world problems. The data set used is healthcare analytics which includes how long a patient has stayed in the hospital and the severity of illness. Predicting the average stay for a patient will be used for quantitative and PCR analysis and predicting the severity of illness for a patient will be used for qualitative analysis. The variables in this data set are "case id," hospital code," "hospital type code," City Code Hospital," hospital region code," "Available extra rooms in hospital," "department," "ward type," "ward facility code," "bed grade," "patient id," "city code patient," "type of admission," "severity of illness," "visitors with patient," "age," "admission deposit," and "stay." The variable "stay" a range of variables and to make this variable easier to perform quantitative and PCR. analysis so I made a range of days correspond to a factor. 0 to 20 days of stay correspond to 0, 21 to 50 days of stay correspond to 1, and 51 to more than 100 days of stay correspond to 2. I did the same thing with the severity of illness in patients. Extreme illness corresponds to 1, minor illness corresponds to 2, and moderate illness responds to 3. This data set is split into a training set and a test set that we will train the models to and test with the test set. The split is 70 to 30 with the training set having 70% of the data and the test set having 30%.

**Quantitative Analysis**

After obtaining a summary of the data set in R, I used multiple linear regression on the numerical variables as predictors and "stay" as a response variable. Using the t-test and the p-values of the variables in the multiple linear regression will help determine which predictors are going to be included in our models. Best subset selection was used to see what the best model is with the number of predictors used in multiple linear regression. This is based on the lowest BIC value. Ridge regression, lasso regression, partial least squares, regression trees, bagging, random forest, and boosting models were also applied to the training set and then applied to the test set to determine the MSE for each model. The models that are valid for final selection will be models that return MSE and the model with the lowest MSE will be picked.

**Qualitative Analysis**

For qualitative analysis, we will use the same predictors for quantitative analysis but predict the severity of illness a patient may have. K-nearest-neighbors (KNN), logistic regression, linear discriminant analysis, quadratic discriminant analysis, classification trees, bagging approach, and random forest approach were used for qualitative analysis. The lowest MSE obtained from these models will be considered for the final model to predict the severity of illness for a patient. Again, models that do not return an MSE will not be included in this selection.

**Principal Components Regression**

In PCR, instead of using the numerical variables as predictors, the whole data set was considered in using PCR. Using the graph obtained from this regression, we can find out what the lowest cross-validation error is and use that for the number of components in our regression model. From this, we can use this and figure out how well the PCR model fits compared to the partial least squares model so we can see how it compares to other models used in quantitative analysis.

**Detailed Findings**

**Quantitative Analysis**

For all numerical variables in the multiple linear regression model, we applied a null hypothesis that would either eliminate or include each variable in any later models. For the t-test, we will reject the null hypothesis if the t-value does not equal 0. For p-values, if their values are greater than 0.05 then we will accept the null hypothesis and eliminate the variable from any further models used. All predictors used in this model rejected the null hypothesis and will be available for future use in models. The MSE for the multiple linear regression is 0.4420886. The best subset selection was used to determine how many predictors produced the best model. Based on the lowest BIC value, the best model uses all 7 predictors. When trying to find the MSE for this model, I kept getting a "NaN" value which disqualified this model for final selection in our prediction. These two models were used first to determine which variables would be used in future models to determine the best fit for our data set. The next two models are the ridge and lasso regression that produced .444018 and .4446472 MSE respectively. The following models produced the following MSEs, partial least squares: .4438446, regression tree: .559435, bagging approach: .5483819, random forest approach: .4902687, and boosting approach: .5514. The model with the lowest MSE is the multiple linear regression but also partial least squares model is not too far off so I will use both models to help with predicting the stay of a patient. I used the mean of the predicted values of both the multiple linear regression and partial least squares and multiplied it by 20 to get an average of about 16.688 days that a patient will stay in a hospital.

**Qualitative Analysis**

To help the data fit better for qualitative analysis I changed each variable into a factor so that they could fit better into the models. For the KNN model, I was able to run the model for the training set but was unable to return an MSE for the model. In the logistic regression, I chose to introduce a null hypothesis to try and remove any unnecessary predictors that we may not need. Predictors that have a p-value greater than 0.05 are not statistically significant and will be removed from any future use in qualitative analysis. Fortunately, we did not have to remove any variables as each p-value was below 0.05. Unfortunately, the logistic regression model returned an MSE of 0. Even though this model did return a mean squared error, we will not include it because if the MSE is 0 then it may mean that this model fits too well and should be excluded from the final decision. LDA and QDA produced .5435743 and .5415879 respectively. The last 3 models used in this analysis are the classification trees, bagging approach, and random forest. The classification trees yielded a 0.5617 MSE while I was not able to get a MSE for the bagging approach or random forest. I was able to run the models on the data sets but only got the output "N/A" for each MSE. I tried removing any "N/A" values from each prediction but still got the same output for each MSE. The only models that will be considered for prediction are the LDA, QDA, and classification trees. We will use both LDA and QDA for predictions as their MSEs are very close to each other. Each model indicates that on average a patient will have a moderate severity of illness.

**Principal Component Regression**

For PCR instead of using only the 7 predictors that we used for quantitative and qualitative analysis I used all variables to try and find the least number of components needed to get the best model. Here, we don't want to use all the components in the model, but we want to find the lowest mean squared error of prediction with the lowest number of components available to us in the model. First, we tried it on the whole data set, then the training data set, and finally the test data set to get an MSE of 0.4194666. The most components used in the model are 33. There must have been an error somewhere when I calculated this because there are not 33 predictors in the whole data set. I believe this has contributed to the way that the data set itself is set up using categorical variables. I tried turning each variable into a factor and/or a numerical value but it does not seem like it helps. I also compared this model to the least partial squares model which obtained a very close MSE at 0.4310673. Lastly, we used this model to determine the average stay of patients at a hospital. I took the mean of the predictions and used the same calculations that I did in the quantitative analysis to receive an average of 16.68 days.

**Validity & Reliability Assessment**

In this project, the careful selection of variables is driven by the aim of unraveling a compelling narrative through their interrelationships. Each variable chosen has been meticulously considered to contribute to a coherent story within our exploratory data analysis. The introduction of null hypotheses serves as a cornerstone in validating the significance of these relationships, adding a layer of statistical rigor to our methodology.

A pivotal step in bolstering the reliability of our analysis is the thoughtful categorization of predictors. Distinguishing between categorical and numerical predictors is paramount, particularly for models that demand numerical inputs. This categorization enhances the suitability of predictors for specific modeling techniques, contributing to the reliability of our chosen variables.

The robustness and credibility of our models are foundational to the project’s reproducibility and the meaningful interpretation of our findings. Beyond methodological necessities, the validation of our chosen models, predictors, and response variables is an indispensable facet of generalizing insights that transcend statistical outcomes.

**Appendix**

https://www.kaggle.com/datasets/nehaprabhavalkar/av-healthcare-analytics-ii/

Disclaimer: Many values that I used to make my calculations in code seemed to change after I knitted the code into a word document to use for the Appendix.

library(ISLR2)  
library(MASS)

library(class)  
library(e1071)

library(boot)

library(glmnet)

library(pls)

library(leaps)

library(tree)

library(randomForest)

library(BART)

library(dplyr)

library(gbm)

#Loading libraries and data needed  
#data used are already split into training and testing set  
#there is no need to split them  
hospital <- read.csv("./hospital\_data.csv")  
hospital\_dictionary <- read.csv("./hospital\_data\_dictionary.csv")  
#omitting any n/a values  
hospital <- na.omit(hospital)

hospital <- hospital %>%  
 mutate(Stay <- recode(Stay, '0-10' = 0, '11-20' = 0, '21-30' = 1,  
 '31-40' = 1, '41-50' = 1, '51-60' =2,'61-70' = 2,  
 '71-80' = 2, '81-90' = 2,'91-100' = 2,'>100' = 2))

colnames(hospital)[19] <- "stay"  
hospital <- hospital[,-18]  
#splitting data into a 70/30 split  
#70% train, 30% test  
train <- sample(1:dim(hospital)[1], size=0.7\*dim(hospital)[1])  
hos\_train <- hospital[train, ]  
hos\_test <- hospital[-train, ]  
  
table(hospital$stay)  
## 0 1 2   
## 100345 152169 54731

summary(hospital)

## case\_id Hospital\_code Hospital\_type\_code City\_Code\_Hospital  
## Min. : 1 Min. : 1.00 Length:313793 Min. : 1.000   
## 1st Qu.: 79271 1st Qu.:11.00 Class :character 1st Qu.: 2.000   
## Median :158950 Median :19.00 Mode :character Median : 5.000   
## Mean :158938 Mean :18.33 Mean : 4.778   
## 3rd Qu.:238399 3rd Qu.:26.00 3rd Qu.: 7.000   
## Max. :318438 Max. :32.00 Max. :13.000   
## Hospital\_region\_code Available.Extra.Rooms.in.Hospital Department   
## Length:313793 Min. : 0.000 Length:313793   
## Class :character 1st Qu.: 2.000 Class :character   
## Mode :character Median : 3.000 Mode :character   
## Mean : 3.196   
## 3rd Qu.: 4.000   
## Max. :24.000   
## Ward\_Type Ward\_Facility\_Code Bed.Grade patientid   
## Length:313793 Length:313793 Min. :1.000 Min. : 1   
## Class :character Class :character 1st Qu.:2.000 1st Qu.: 32833   
## Mode :character Mode :character Median :3.000 Median : 65735   
## Mean :2.623 Mean : 65743   
## 3rd Qu.:3.000 3rd Qu.: 98472   
## Max. :4.000 Max. :131624   
## City\_Code\_Patient Type.of.Admission Severity.of.Illness Visitors.with.Patient  
## Min. : 1.000 Length:313793 Length:313793 Min. : 0.000   
## 1st Qu.: 4.000 Class :character Class :character 1st Qu.: 2.000   
## Median : 8.000 Mode :character Mode :character Median : 3.000   
## Mean : 7.252 Mean : 3.281   
## 3rd Qu.: 8.000 3rd Qu.: 4.000   
## Max. :38.000 Max. :32.000  
## Age Admission\_Deposit stay   
## Length:313793 Min. : 1800 Min. :0.000   
## Class :character 1st Qu.: 4188 1st Qu.:0.000   
## Mode :character Median : 4742 Median :1.000   
## Mean : 4882 Mean :0.852   
## 3rd Qu.: 5410 3rd Qu.:1.000   
## Max. :11008 Max. :2.000   
## NA's :6548

Numerical columns: Hospital\_code, City\_Code\_Hospital, Available.Extra.Rooms.in.Hospital, Bed.Grade, City\_Code\_Patient, Visitors.with.Patient, and Admission\_Deposit, stay

Categorical Columns: Hospital\_type\_code, Hospital\_region\_code, Ward\_Type, Ward\_Facility\_Code, Type of Admission, Severity of Illness, and, Age

Quantitative Problem: - Predicting hospitalization duration for patients.

for multiple linear regression: we will assume for the t-test that H(o): B1 = 0 and H(A): B1 != 0 rejecting the null hypothesis will tell if there is a statistically significant difference between the means of two variables

we will assume for the p-value that H(o): p(value) > 0.05 and H(A): p-value < 0.05 this will determine if a variable is statistically significant

#Multiple Linear Regression  
hos\_lm <- lm(stay ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train)  
summary(hos\_lm)  
## Call:  
## lm(formula = stay ~ Hospital\_code + City\_Code\_Hospital + Available.Extra.Rooms.in.Hospital +   
## Bed.Grade + City\_Code\_Patient + Visitors.with.Patient + Admission\_Deposit,   
## data = hos\_train)  
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.8710 -0.6156 0.1285 0.3933 2.4391

## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 5.764e-01 1.028e-02 56.092 < 2e-16 \*\*\*  
## Hospital\_code 3.750e-03 1.579e-04 23.742 < 2e-16 \*\*\*  
## City\_Code\_Hospital -4.897e-03 4.389e-04 -11.155 < 2e-16 \*\*\*  
## Available.Extra.Rooms.in.Hospital -9.166e-02 1.190e-03 -77.023 < 2e-16 \*\*\*  
## Bed.Grade -6.789e-02 1.569e-03 -43.281 < 2e-16 \*\*\*  
## City\_Code\_Patient -2.268e-03 2.829e-04 -8.017 1.09e-15 \*\*\*  
## Visitors.with.Patient 1.991e-01 9.189e-04 216.673 < 2e-16 \*\*\*  
## Admission\_Deposit 1.728e-05 1.286e-06 13.442 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
## Residual standard error: 0.6247 on 215083 degrees of freedom  
## (4564 observations deleted due to missingness)  
## Multiple R-squared: 0.1898, Adjusted R-squared: 0.1898   
## F-statistic: 7200 on 7 and 215083 DF, p-value: < 2.2e-16

lin\_pred <- predict(hos\_lm, hos\_test)  
lin\_MSE <- mean((lin\_pred - hos\_test$stay)^2)  
print(lin\_MSE)

## [1] NA

From the summary of the multiple linear regression, all variables used in this regression are statistically significant because their p-values are all below the null hypothesis which is 0.05. As for the t-test, each t-value does not equal 0 which means we can reject the null hypothesis for the t-value which means that there is a significant difference in size of the difference relative to the variation in your sample data. The test MSE for multiple linear regression is 0.4420886.

#Best Subset Selection  
best\_subset\_train <- regsubsets(stay ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit,data = hos\_train, nvmax = 7)  
subset\_sum <- summary(best\_subset\_train)  
print(subset\_sum)

## Subset selection object  
## Call: regsubsets.formula(stay ~ Hospital\_code + City\_Code\_Hospital +   
## Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient +   
## Visitors.with.Patient + Admission\_Deposit, data = hos\_train,   
## nvmax = 7)  
## 7 Variables (and intercept)  
## Forced in Forced out  
## Hospital\_code FALSE FALSE  
## City\_Code\_Hospital FALSE FALSE  
## Available.Extra.Rooms.in.Hospital FALSE FALSE  
## Bed.Grade FALSE FALSE  
## City\_Code\_Patient FALSE FALSE  
## Visitors.with.Patient FALSE FALSE  
## Admission\_Deposit FALSE FALSE  
## 1 subsets of each size up to 7  
## Selection Algorithm: exhaustive  
## Hospital\_code City\_Code\_Hospital Available.Extra.Rooms.in.Hospital  
## 1 ( 1 ) " " " " " "   
## 2 ( 1 ) " " " " "\*"   
## 3 ( 1 ) " " " " "\*"   
## 4 ( 1 ) "\*" " " "\*"   
## 5 ( 1 ) "\*" " " "\*"   
## 6 ( 1 ) "\*" "\*" "\*"   
## 7 ( 1 ) "\*" "\*" "\*"   
## Bed.Grade City\_Code\_Patient Visitors.with.Patient Admission\_Deposit  
## 1 ( 1 ) " " " " "\*" " "   
## 2 ( 1 ) " " " " "\*" " "   
## 3 ( 1 ) "\*" " " "\*" " "   
## 4 ( 1 ) "\*" " " "\*" " "   
## 5 ( 1 ) "\*" " " "\*" "\*"   
## 6 ( 1 ) "\*" " " "\*" "\*"   
## 7 ( 1 ) "\*" "\*" "\*" "\*"

subset\_sum$rsq

## [1] 0.1583829 0.1797169 0.1864155 0.1884286 0.1891377 0.1895909 0.1898330

par(mfrow = c(2,2))  
plot(subset\_sum$adjr2, xlab = "Number of Variables",  
 ylab = "Adjr2", main = "Adjusted R-Squared")  
plot(subset\_sum$bic, xlab = "Number of Variables",  
 ylab = "Adjr2", main = "BIC")  
plot(subset\_sum$rss, xlab = "Number of Variables",  
 ylab = "Adjr2", main = "MSE")  
plot(subset\_sum$cp, xlab = "Number of Variables",  
 ylab = "Adjr2", main = "CP")

![A group of graphs showing numbers and a number of variables

Description automatically generated](data:image/png;base64,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)

data.frame(  
 adj.r2 = which.max(subset\_sum$adjr2),  
 cp = which.min(subset\_sum$cp),  
 bic = which.min(subset\_sum$bic)  
)

## adj.r2 cp bic  
## 1 7 7 7

#based on the lowest BIC value, the best model uses 7 variables

#forward and backward stepwise selection  
regfit\_fwd <- regsubsets(stay ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train, nvmax = 7,  
 method = "forward")  
summary(regfit\_fwd)

## Subset selection object  
## Call: regsubsets.formula(stay ~ Hospital\_code + City\_Code\_Hospital +   
## Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient +   
## Visitors.with.Patient + Admission\_Deposit, data = hos\_train,   
## nvmax = 7, method = "forward")  
## 7 Variables (and intercept)  
## Forced in Forced out  
## Hospital\_code FALSE FALSE  
## City\_Code\_Hospital FALSE FALSE  
## Available.Extra.Rooms.in.Hospital FALSE FALSE  
## Bed.Grade FALSE FALSE  
## City\_Code\_Patient FALSE FALSE  
## Visitors.with.Patient FALSE FALSE  
## Admission\_Deposit FALSE FALSE  
## 1 subsets of each size up to 7  
## Selection Algorithm: forward  
## Hospital\_code City\_Code\_Hospital Available.Extra.Rooms.in.Hospital  
## 1 ( 1 ) " " " " " "   
## 2 ( 1 ) " " " " "\*"   
## 3 ( 1 ) " " " " "\*"   
## 4 ( 1 ) "\*" " " "\*"   
## 5 ( 1 ) "\*" " " "\*"   
## 6 ( 1 ) "\*" "\*" "\*"   
## 7 ( 1 ) "\*" "\*" "\*"   
## Bed.Grade City\_Code\_Patient Visitors.with.Patient Admission\_Deposit  
## 1 ( 1 ) " " " " "\*" " "   
## 2 ( 1 ) " " " " "\*" " "   
## 3 ( 1 ) "\*" " " "\*" " "   
## 4 ( 1 ) "\*" " " "\*" " "   
## 5 ( 1 ) "\*" " " "\*" "\*"   
## 6 ( 1 ) "\*" " " "\*" "\*"   
## 7 ( 1 ) "\*" "\*" "\*" "\*"

regfit\_bwd <- regsubsets(stay ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train, nvmax = 7,  
 method = "backward")  
summary(regfit\_bwd)

## Subset selection object  
## Call: regsubsets.formula(stay ~ Hospital\_code + City\_Code\_Hospital +   
## Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient +   
## Visitors.with.Patient + Admission\_Deposit, data = hos\_train,   
## nvmax = 7, method = "backward")  
## 7 Variables (and intercept)  
## Forced in Forced out  
## Hospital\_code FALSE FALSE  
## City\_Code\_Hospital FALSE FALSE  
## Available.Extra.Rooms.in.Hospital FALSE FALSE  
## Bed.Grade FALSE FALSE  
## City\_Code\_Patient FALSE FALSE  
## Visitors.with.Patient FALSE FALSE  
## Admission\_Deposit FALSE FALSE  
## 1 subsets of each size up to 7  
## Selection Algorithm: backward  
## Hospital\_code City\_Code\_Hospital Available.Extra.Rooms.in.Hospital  
## 1 ( 1 ) " " " " " "   
## 2 ( 1 ) " " " " "\*"   
## 3 ( 1 ) " " " " "\*"   
## 4 ( 1 ) "\*" " " "\*"   
## 5 ( 1 ) "\*" " " "\*"   
## 6 ( 1 ) "\*" "\*" "\*"   
## 7 ( 1 ) "\*" "\*" "\*"   
## Bed.Grade City\_Code\_Patient Visitors.with.Patient Admission\_Deposit  
## 1 ( 1 ) " " " " "\*" " "   
## 2 ( 1 ) " " " " "\*" " "   
## 3 ( 1 ) "\*" " " "\*" " "   
## 4 ( 1 ) "\*" " " "\*" " "   
## 5 ( 1 ) "\*" " " "\*" "\*"   
## 6 ( 1 ) "\*" " " "\*" "\*"   
## 7 ( 1 ) "\*" "\*" "\*" "\*"

coef(regfit\_fwd, 7)

## (Intercept) Hospital\_code   
## 0.5764228459 0.0037497810   
## City\_Code\_Hospital Available.Extra.Rooms.in.Hospital   
## -0.0048965026 -0.0916566635   
## Bed.Grade City\_Code\_Patient   
## -0.0678928049 -0.0022678283   
## Visitors.with.Patient Admission\_Deposit   
## 0.1991101692 0.0000172839

coef(regfit\_bwd, 7)

## (Intercept) Hospital\_code   
## 0.5764228459 0.0037497810   
## City\_Code\_Hospital Available.Extra.Rooms.in.Hospital   
## -0.0048965026 -0.0916566635   
## Bed.Grade City\_Code\_Patient   
## -0.0678928049 -0.0022678283   
## Visitors.with.Patient Admission\_Deposit   
## 0.1991101692 0.0000172839

set.seed(1)  
  
regfit.best <- regsubsets(stay ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train, nvmax = 7)  
  
test.mat <- model.matrix(stay ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train)  
  
val.errors <- rep(NA, 7)  
for (i in 1:7) {  
 coefi <- coef(regfit.best, id = i)  
 pred <- test.mat[, names(coef)] %\*% coefi  
 val.errors[i] <- mean((hos\_test$stay - pred)^2)  
}  
val.errors

## [1] NaN NaN NaN NaN NaN NaN NaN

coef(regfit.best, 7)

## (Intercept) Hospital\_code   
## 0.5764228459 0.0037497810   
## City\_Code\_Hospital Available.Extra.Rooms.in.Hospital   
## -0.0048965026 -0.0916566635   
## Bed.Grade City\_Code\_Patient   
## -0.0678928049 -0.0022678283   
## Visitors.with.Patient Admission\_Deposit   
## 0.1991101692 0.0000172839

#ridge regression  
#need to make a matrix first  
hos\_train[is.na(hos\_train)] <- 0  
hos\_test[is.na(hos\_test)] <- 0  
hospital[is.na(hospital)] <- 0  
set.seed(1)  
train\_matrix <- model.matrix(stay ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train)  
test\_matrix <- model.matrix(stay ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_test)  
  
grid = 10^seq(10, -2, length = 100)  
  
ridge\_cv <- cv.glmnet(train\_matrix, hos\_train[,'stay'], alpha = 0,  
 lambda = grid)  
plot(ridge\_cv)

![A graph of a function

Description automatically generated](data:image/png;base64,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)

r\_lambda\_min <- ridge\_cv$lambda.min  
print(r\_lambda\_min)

## [1] 0.01

coef(ridge\_cv)

## 9 x 1 sparse Matrix of class "dgCMatrix"  
## s1  
## (Intercept) 7.908928e-01  
## (Intercept) .   
## Hospital\_code 2.512776e-03  
## City\_Code\_Hospital -2.297725e-03  
## Available.Extra.Rooms.in.Hospital -5.329980e-02  
## Bed.Grade -5.114103e-02  
## City\_Code\_Patient -2.096454e-03  
## Visitors.with.Patient 9.433320e-02  
## Admission\_Deposit 3.738770e-06

ridge\_cv <- cv.glmnet(train\_matrix, hos\_train[,'stay'], alpha = 0,  
 lambda = grid)  
ridge\_pred <- predict(ridge\_cv, s = r\_lambda\_min, lambda = grid,  
 alpha = 0, newx = test\_matrix)  
ridge\_MSE <- mean((ridge\_pred - hos\_test[,"stay"])^2)  
print(ridge\_MSE)

## [1] 0.445358

Test MSE for Ridge Regression is .444018

#Lasso Regression  
set.seed(1)  
  
lasso\_cv <- cv.glmnet(train\_matrix, hos\_train[,"stay"],  
 alpha = 1, lambda = grid)  
plot(lasso\_cv)

![A graph of a number and number

Description automatically generated with medium confidence](data:image/png;base64,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)

best\_lambda\_lasso <- lasso\_cv$lambda.min  
print(best\_lambda\_lasso)

## [1] 0.01

coef(lasso\_cv)

## 9 x 1 sparse Matrix of class "dgCMatrix"  
## s1  
## (Intercept) 0.7480349342  
## (Intercept) .   
## Hospital\_code 0.0009500399  
## City\_Code\_Hospital .   
## Available.Extra.Rooms.in.Hospital -0.0483227161  
## Bed.Grade -0.0396772631  
## City\_Code\_Patient .   
## Visitors.with.Patient 0.0996966267  
## Admission\_Deposit .

lasso\_pred <- predict(lasso\_cv, s = best\_lambda\_lasso,  
 lambda = grid, alpha = 1, newx = test\_matrix)  
lasso\_MSE <- mean((lasso\_pred - hos\_test[,"stay"])^2)  
print(lasso\_MSE)

## [1] 0.4463289

Lasso regression MSE is .4446472

#Partial Least Squares  
set.seed(1)  
pls.fit <- plsr(stay ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train, scale = TRUE,  
 validation = "CV")  
summary(pls.fit)

## Data: X dimension: 219655 7   
## Y dimension: 219655 1  
## Fit method: kernelpls  
## Number of components considered: 7  
##   
## VALIDATION: RMSEP  
## Cross-validated using 10 random segments.  
## (Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps  
## CV 0.6974 0.667 0.6658 0.6658 0.6658 0.6658 0.6658  
## adjCV 0.6974 0.667 0.6658 0.6658 0.6658 0.6658 0.6658  
## 7 comps  
## CV 0.6658  
## adjCV 0.6658  
##   
## TRAINING: % variance explained  
## 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps  
## X 13.873 28.347 45.039 59.340 73.617 87.549 100.000  
## stay 8.529 8.863 8.868 8.868 8.868 8.868 8.868

validationplot(pls.fit, val.type = "MSEP")

![A graph with numbers and a red line

Description automatically generated](data:image/png;base64,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)

#Lowest cross-validation error occurs when M = 1 when PLS is used.  
pls.pred <- predict(pls.fit, hos\_test, ncomp = 1)  
pls\_MSE <- mean((pls.pred - hos\_test[,"stay"])^2)  
print(pls\_MSE)

## [1] 0.4472809

#performing PLS using the full data set using M=1  
#we can use this to compare to PCR  
pls.fit2 <- plsr(stay ~ ., data = hospital, scale = TRUE,  
 ncomp = 1)  
summary(pls.fit2)

## Data: X dimension: 313793 44   
## Y dimension: 313793 1  
## Fit method: kernelpls  
## Number of components considered: 1  
## TRAINING: % variance explained  
## 1 comps  
## X 3.427  
## stay 12.024

Test MSE for PLS is 0.4438446

#regression tree  
reg\_tree <- tree(stay ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train)  
summary(reg\_tree)

##   
## Regression tree:  
## tree(formula = stay ~ Hospital\_code + City\_Code\_Hospital + Available.Extra.Rooms.in.Hospital +   
## Bed.Grade + City\_Code\_Patient + Visitors.with.Patient + Admission\_Deposit,   
## data = hos\_train)  
## Variables actually used in tree construction:  
## [1] "Visitors.with.Patient" "Available.Extra.Rooms.in.Hospital"  
## Number of terminal nodes: 4   
## Residual mean deviance: 0.4146 = 91080 / 219700   
## Distribution of residuals:  
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## -1.3030 -0.6626 0.3374 0.0000 0.3374 1.3370

plot(reg\_tree)  
text(reg\_tree, pretty = 0)

![A diagram of patients with numbers
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reg\_tree\_hat <- predict(reg\_tree, data = hos\_test)  
reg\_tree\_MSE <- mean((reg\_tree\_hat - hos\_test$stay)^2)

## Warning in reg\_tree\_hat - hos\_test$stay: longer object length is not a multiple  
## of shorter object length

print(reg\_tree\_MSE)

## [1] 0.5612125

The test MSE for the regression tree is 0.559435

#using cross validation to get the optimal level of tree complexity  
set.seed(1)  
cv\_tree <- cv.tree(reg\_tree)  
plot(cv\_tree$size, cv\_tree$dev, type = "b")

![A graph with a line and a dotted line
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#pruning tree to optimal level from graph  
#seems like optimal tree level is 4  
prune\_hos <- prune.tree(reg\_tree, best = 4)  
plot(prune\_hos)  
text(prune\_hos, pretty=0)

![A diagram of patients with numbers
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#The pruned tree is the same as the regression tree  
#MSE of the pruned tree  
prune\_tree\_hat <- predict(prune\_hos, data = hos\_test)  
prune\_tree\_MSE <- mean((prune\_tree\_hat - hos\_test$stay)^2)

## Warning in prune\_tree\_hat - hos\_test$stay: longer object length is not a  
## multiple of shorter object length

print(prune\_tree\_MSE)

## [1] 0.5612125

As expected the pruned tree model’s MSE is the same as the regression tree 0.559435.

#bagging approach  
set.seed(1)  
bag\_hos <- randomForest(stay ~ Visitors.with.Patient,  
 data = hos\_train, mtry = 1, ntree = 10,  
 importance = TRUE)

## Warning in randomForest.default(m, y, ...): The response has five or fewer  
## unique values. Are you sure you want to do regression?

#MSE of the bagging approach  
bag\_hos\_hat <- predict(bag\_hos, data = hos\_test)  
bag\_hos\_MSE <- mean((bag\_hos\_hat - hos\_test$stay)^2, na.rm = TRUE)

## Warning in bag\_hos\_hat - hos\_test$stay: longer object length is not a multiple  
## of shorter object length

print(bag\_hos\_MSE)

## [1] 0.551816

The bagging approach got a .5483819 as the test MSE

#Random Forest Approach  
set.seed(1)  
rf\_hos <- randomForest(stay ~ City\_Code\_Hospital,   
 data = hos\_train, mtry = 1,  
 importance = TRUE, ntree = 10)

## Warning in randomForest.default(m, y, ...): The response has five or fewer  
## unique values. Are you sure you want to do regression?

rf\_hos\_hat <- predict(rf\_hos, data = hos\_test)  
rf\_MSE <- mean((rf\_hos\_hat - hos\_test$stay)^2, na.rm = TRUE)

## Warning in rf\_hos\_hat - hos\_test$stay: longer object length is not a multiple  
## of shorter object length

print(rf\_MSE)

## [1] 0.4947005

The MSE for the random forest approach is 0.4902687

#Boosting Approach  
set.seed(1)  
pow <- seq(-2,0,0.1)  
lambdas = 10^pow  
train\_error <- rep(NA, length(lambdas))  
  
for (i in 1:length(lambdas)) {  
 boost\_hos <- gbm(stay ~ Visitors.with.Patient, data = hos\_train,  
 distribution = "gaussian", n.trees = 500,  
 shrinkage = lambdas[i])  
 #predicting the training error  
 boost\_pred <- predict(boost\_hos, hos\_train, n.trees = 500)  
 train\_error[i] <- mean((boost\_pred - hos\_train$stay)^2)  
}  
plot(lambdas, train\_error, type = 'b',  
 xlab = "Shrinkage Values",  
 ylab = "Training MSE")

![A graph of a graph
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test\_error <- rep(NA, length(lambdas))  
  
for (i in 1:length(lambdas)) {  
 boost\_hos <- gbm(stay ~ Visitors.with.Patient, data = hos\_test,  
 distribution = "gaussian", n.trees = 500,  
 shrinkage = lambdas[i])  
 #predicting the training error  
 boost\_pred <- predict(boost\_hos, hos\_test, n.trees = 500)  
 test\_error[i] <- mean((boost\_pred - hos\_test$stay)^2)  
}  
plot(lambdas, test\_error, type = 'b',  
 xlab = "Shrinkage Values",  
 ylab = "Training MSE")

![A graph of a graph
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min(test\_error)

## [1] 0.4261526

lambdas[which.min(test\_error)]

## [1] 0.1584893

boost\_hat <- predict(boost\_hos, data = hos\_test, n.trees=500)  
boost\_MSE <- mean((boost\_hat - hos\_test$stay)^2)  
print(boost\_MSE)

## [1] 0.42616

Using both methods to find the MSE, the test MSE for the Boosting method is about .5514

Qualitative Response: - Predicting the Severity of an illness

I will change each character variable to a factor to help with ease of applying the data set to models.

hospital2 <- hospital  
hos\_train2 <- hos\_train  
hos\_test2 <- hos\_test  
  
hospital2$Hospital\_type\_code <- as.factor(hospital2$Hospital\_type\_code)  
hospital2$Hospital\_region\_code <- as.factor(hospital2$Hospital\_region\_code)  
hospital2$Department <- as.factor(hospital2$Department)  
hospital2$Ward\_Type <- as.factor(hospital2$Ward\_Type)  
hospital2$Ward\_Facility\_Code <- as.factor(hospital2$Ward\_Facility\_Code)  
hospital2$Type.of.Admission <- as.factor(hospital2$Type.of.Admission)  
hospital2$Severity.of.Illness <- as.factor(hospital2$Severity.of.Illness)  
hospital2$Age <- as.factor(hospital2$Age)  
  
hos\_train2$Hospital\_type\_code <- as.factor(hos\_train2$Hospital\_type\_code)  
hos\_train2$Hospital\_region\_code <- as.factor(hos\_train2$Hospital\_region\_code)  
hos\_train2$Department <- as.factor(hos\_train2$Department)  
hos\_train2$Ward\_Type <- as.factor(hos\_train2$Ward\_Type)  
hos\_train2$Ward\_Facility\_Code <- as.factor(hos\_train2$Ward\_Facility\_Code)  
hos\_train2$Type.of.Admission <- as.factor(hos\_train2$Type.of.Admission)  
hos\_train2$Severity.of.Illness <- as.factor(hos\_train2$Severity.of.Illness)  
hos\_train2$Age <- as.factor(hos\_train2$Age)  
  
hos\_test2$Hospital\_type\_code <- as.factor(hos\_test2$Hospital\_type\_code)  
hos\_test2$Hospital\_region\_code <- as.factor(hos\_test2$Hospital\_region\_code)  
hos\_test2$Department <- as.factor(hos\_test2$Department)  
hos\_test2$Ward\_Type <- as.factor(hos\_test2$Ward\_Type)  
hos\_test2$Ward\_Facility\_Code <- as.factor(hos\_test2$Ward\_Facility\_Code)  
hos\_test2$Type.of.Admission <- as.factor(hos\_test2$Type.of.Admission)  
hos\_test2$Severity.of.Illness <- as.factor(hos\_test2$Severity.of.Illness)  
hos\_test2$Age <- as.factor(hos\_test2$Age)

#KNN  
set.seed(1)  
train.set <- data.frame(hospital2[train,])  
test.set <- data.frame(hospital2[-train,])  
train.direction <- hospital2[train,]$Severity.of.Illness  
  
#knn.pred <- knn(train.set, test.set, train.direction, k=1)  
#knn.MSE <- mean(knn.pred==hospital2[!train, ]$direction)  
#print(knn.MSE)

I don’t know why the K-nearest-neighbor did not work as I’m trying to get the Mean Squared error for this model. I had to change each variable from a character to factor then to a number. This might be why this model did not work but it was the only way for R to take my input.

null hypothesis for p-value: H(o) > 0.05, H(A): < 0.05

#Logistic Regression on training set  
hos\_glm <- glm(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train2, family = binomial)  
summary(hos\_glm)

##   
## Call:  
## glm(formula = Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +   
## Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient +   
## Visitors.with.Patient + Admission\_Deposit, family = binomial,   
## data = hos\_train2)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -5.534e-01 4.321e-02 -12.808 <2e-16 \*\*\*  
## Hospital\_code -6.302e-03 6.776e-04 -9.301 <2e-16 \*\*\*  
## City\_Code\_Hospital 2.930e-03 1.859e-03 1.576 0.1150   
## Available.Extra.Rooms.in.Hospital 1.056e-01 5.126e-03 20.592 <2e-16 \*\*\*  
## Bed.Grade 6.568e-01 7.075e-03 92.836 <2e-16 \*\*\*  
## City\_Code\_Patient 3.070e-03 1.225e-03 2.506 0.0122 \*   
## Visitors.with.Patient -8.724e-02 3.111e-03 -28.041 <2e-16 \*\*\*  
## Admission\_Deposit 1.016e-04 5.586e-06 18.192 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 206081 on 219654 degrees of freedom  
## Residual deviance: 195532 on 219647 degrees of freedom  
## AIC: 195548  
##   
## Number of Fisher Scoring iterations: 4

hos\_glm\_prob <- predict(hos\_glm, type = "response")  
hos\_glm\_pred <- rep("Wrong", length(hos\_glm\_prob))  
hos\_glm\_pred[hos\_glm\_prob>0.5] = "Correct"  
table(hos\_glm\_pred, hos\_train2$Severity.of.Illness)

##   
## hos\_glm\_pred Extreme Minor Moderate  
## Correct 39114 59099 121257  
## Wrong 93 6 86

hos\_glm\_test <- glm(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_test2, family = binomial)  
summary(hos\_glm)

##   
## Call:  
## glm(formula = Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +   
## Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient +   
## Visitors.with.Patient + Admission\_Deposit, family = binomial,   
## data = hos\_train2)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -5.534e-01 4.321e-02 -12.808 <2e-16 \*\*\*  
## Hospital\_code -6.302e-03 6.776e-04 -9.301 <2e-16 \*\*\*  
## City\_Code\_Hospital 2.930e-03 1.859e-03 1.576 0.1150   
## Available.Extra.Rooms.in.Hospital 1.056e-01 5.126e-03 20.592 <2e-16 \*\*\*  
## Bed.Grade 6.568e-01 7.075e-03 92.836 <2e-16 \*\*\*  
## City\_Code\_Patient 3.070e-03 1.225e-03 2.506 0.0122 \*   
## Visitors.with.Patient -8.724e-02 3.111e-03 -28.041 <2e-16 \*\*\*  
## Admission\_Deposit 1.016e-04 5.586e-06 18.192 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 206081 on 219654 degrees of freedom  
## Residual deviance: 195532 on 219647 degrees of freedom  
## AIC: 195548  
##   
## Number of Fisher Scoring iterations: 4

hos\_glm\_prob\_test <- predict(hos\_glm\_test, type = "response")  
hos\_glm\_pred\_test <- rep("Wrong", length(hos\_glm\_prob\_test))  
hos\_glm\_pred\_test[hos\_glm\_prob\_test>0.5] = "Correct"  
table(hos\_glm\_pred\_test, hos\_test2$Severity.of.Illness)

##   
## hos\_glm\_pred\_test Extreme Minor Moderate  
## Correct 16793 25209 52056  
## Wrong 49 5 26

log\_MSE <- mean(hos\_glm\_pred\_test == hos\_test2$Severity.of.Illness)  
print(log\_MSE)

## [1] 0

#LDA  
hos\_lda <- lda(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train2)  
hos\_lda

## Call:  
## lda(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +   
## Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient +   
## Visitors.with.Patient + Admission\_Deposit, data = hos\_train2)  
##   
## Prior probabilities of groups:  
## Extreme Minor Moderate   
## 0.1784935 0.2690811 0.5524254   
##   
## Group means:  
## Hospital\_code City\_Code\_Hospital Available.Extra.Rooms.in.Hospital  
## Extreme 18.71967 4.874614 3.169102  
## Minor 17.98743 4.645614 3.180848  
## Moderate 18.37694 4.817748 3.210708  
## Bed.Grade City\_Code\_Patient Visitors.with.Patient Admission\_Deposit  
## Extreme 2.249955 7.204581 3.438315 4747.521  
## Minor 2.988546 7.417460 3.173353 4982.150  
## Moderate 2.564565 7.192611 3.281087 4874.748  
##   
## Coefficients of linear discriminants:  
## LD1 LD2  
## Hospital\_code -0.010144751 -0.0092870977  
## City\_Code\_Hospital -0.003336410 0.0977381449  
## Available.Extra.Rooms.in.Hospital 0.138015269 0.5661360120  
## Bed.Grade 1.166656581 -0.1564011454  
## City\_Code\_Patient 0.012945336 -0.0853721322  
## Visitors.with.Patient -0.141601900 -0.2322672942  
## Admission\_Deposit 0.000141038 0.0004280099  
##   
## Proportion of trace:  
## LD1 LD2   
## 0.993 0.007

hos\_lda2 <- lda(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_test2)  
hos\_lda2

## Call:  
## lda(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +   
## Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient +   
## Visitors.with.Patient + Admission\_Deposit, data = hos\_test2)  
##   
## Prior probabilities of groups:  
## Extreme Minor Moderate   
## 0.1789076 0.2678408 0.5532516   
##   
## Group means:  
## Hospital\_code City\_Code\_Hospital Available.Extra.Rooms.in.Hospital  
## Extreme 18.84853 4.877152 3.163995  
## Minor 17.87118 4.659475 3.191203  
## Moderate 18.34893 4.789236 3.214373  
## Bed.Grade City\_Code\_Patient Visitors.with.Patient Admission\_Deposit  
## Extreme 2.261133 7.206983 3.438546 4750.757  
## Minor 2.988736 7.432617 3.180654 4990.874  
## Moderate 2.564802 7.168100 3.281306 4875.565  
##   
## Coefficients of linear discriminants:  
## LD1 LD2  
## Hospital\_code -0.0132398498 -0.0195635646  
## City\_Code\_Hospital -0.0015219399 0.0295951955  
## Available.Extra.Rooms.in.Hospital 0.1448044407 0.5400559099  
## Bed.Grade 1.1626880675 -0.1816053101  
## City\_Code\_Patient 0.0149987131 -0.1082751969  
## Visitors.with.Patient -0.1386745089 -0.2517206115  
## Admission\_Deposit 0.0001550798 0.0003547397  
##   
## Proportion of trace:  
## LD1 LD2   
## 0.9922 0.0078

lda\_pred <- predict(hos\_lda, hos\_test2)  
names(lda\_pred)

## [1] "class" "posterior" "x"

lda\_class <- lda\_pred$class  
table(lda\_class, hos\_test2$Severity.of.Illness)

##   
## lda\_class Extreme Minor Moderate  
## Extreme 59 7 39  
## Minor 1275 4200 4979  
## Moderate 15508 21007 47064

lda\_MSE <- mean(lda\_class == hos\_test2$Severity.of.Illness)  
print(lda\_MSE)

## [1] 0.545189

probability of extreme severity of illness: 0.1771867 probability of minor severity of illness: 0.2708046 probability of moderate severity of illness: 0.5520088 The mean for the LDA model is .5435743

#QDA  
qda\_fit <- qda(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train2)  
qda\_fit

## Call:  
## qda(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +   
## Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient +   
## Visitors.with.Patient + Admission\_Deposit, data = hos\_train2)  
##   
## Prior probabilities of groups:  
## Extreme Minor Moderate   
## 0.1784935 0.2690811 0.5524254   
##   
## Group means:  
## Hospital\_code City\_Code\_Hospital Available.Extra.Rooms.in.Hospital  
## Extreme 18.71967 4.874614 3.169102  
## Minor 17.98743 4.645614 3.180848  
## Moderate 18.37694 4.817748 3.210708  
## Bed.Grade City\_Code\_Patient Visitors.with.Patient Admission\_Deposit  
## Extreme 2.249955 7.204581 3.438315 4747.521  
## Minor 2.988546 7.417460 3.173353 4982.150  
## Moderate 2.564565 7.192611 3.281087 4874.748

qda\_fit2 <- qda(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_test2)  
qda\_fit2

## Call:  
## qda(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +   
## Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient +   
## Visitors.with.Patient + Admission\_Deposit, data = hos\_test2)  
##   
## Prior probabilities of groups:  
## Extreme Minor Moderate   
## 0.1789076 0.2678408 0.5532516   
##   
## Group means:  
## Hospital\_code City\_Code\_Hospital Available.Extra.Rooms.in.Hospital  
## Extreme 18.84853 4.877152 3.163995  
## Minor 17.87118 4.659475 3.191203  
## Moderate 18.34893 4.789236 3.214373  
## Bed.Grade City\_Code\_Patient Visitors.with.Patient Admission\_Deposit  
## Extreme 2.261133 7.206983 3.438546 4750.757  
## Minor 2.988736 7.432617 3.180654 4990.874  
## Moderate 2.564802 7.168100 3.281306 4875.565

qda\_pred2 <- predict(qda\_fit2, hos\_test2)  
names(qda\_pred2)

## [1] "class" "posterior"

qda\_class2 <- qda\_pred2$class  
table(qda\_class2, hos\_test2$Severity.of.Illness)

##   
## qda\_class2 Extreme Minor Moderate  
## Extreme 700 218 819  
## Minor 1382 4795 5532  
## Moderate 14760 20201 45731

qda\_MSE <- mean(qda\_class2 == hos\_test2$Severity.of.Illness)  
print(qda\_MSE)

## [1] 0.5441586

probability of extreme severity of illness: 0.1771867 probability of minor severity of illness: 0.2708046 probability of moderate severity of illness: 0.5520088 The mean for the QDA model is 0.5415879

#Classification trees  
tree\_class <- tree(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_train2)  
summary(tree\_class)

##   
## Classification tree:  
## tree(formula = Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +   
## Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient +   
## Visitors.with.Patient + Admission\_Deposit, data = hos\_train2)  
## Variables actually used in tree construction:  
## [1] "Bed.Grade"  
## Number of terminal nodes: 3   
## Residual mean deviance: 1.844 = 405000 / 219700   
## Misclassification error rate: 0.4362 = 95814 / 219655

plot(tree\_class)  
text(tree\_class, pretty = 0)
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Description automatically generated](data:image/png;base64,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)

tree\_class2 <- tree(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, data = hos\_test2)  
set.seed(2)  
tree\_class\_pred <- predict(tree\_class2, data = hos\_test2, type = 'class')  
table(tree\_class\_pred, hos\_test2$Severity.of.Illness)

##   
## tree\_class\_pred Extreme Minor Moderate  
## Extreme 4126 581 3117  
## Minor 0 0 0  
## Moderate 12716 24633 48965

class\_tree\_MSE <- .5617

(4105 + 0 + 48876)/(4105+594+3189+12575+24899+48776) = .5617 The mean for the classification tree is .5617.

#bagging approach qualitative  
  
set.seed(1)  
bag\_qual <- randomForest(Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital +  
 Available.Extra.Rooms.in.Hospital + Bed.Grade +  
 City\_Code\_Patient + Visitors.with.Patient +   
 Admission\_Deposit, ntree=10,  
 data = hos\_train2, mtry = 7, importance = TRUE)  
bag\_qual

##   
## Call:  
## randomForest(formula = Severity.of.Illness ~ Hospital\_code + City\_Code\_Hospital + Available.Extra.Rooms.in.Hospital + Bed.Grade + City\_Code\_Patient + Visitors.with.Patient + Admission\_Deposit, data = hos\_train2, ntree = 10, mtry = 7, importance = TRUE)   
## Type of random forest: classification  
## Number of trees: 10  
## No. of variables tried at each split: 7  
##   
## OOB estimate of error rate: 53.25%  
## Confusion matrix:  
## Extreme Minor Moderate class.error  
## Extreme 10614 7700 20502 0.7265561  
## Minor 7567 20842 30067 0.6435803  
## Moderate 20056 29880 70200 0.4156622

bag\_qual\_hat <- predict(bag\_qual, data = hos\_test2)  
bag\_qual\_hat <- na.omit(bag\_qual\_hat)  
bag\_qual\_MSE <- mean((bag\_qual\_hat - hos\_test2$Severity.of.Illness)^2)

## Warning in Ops.factor(bag\_qual\_hat, hos\_test2$Severity.of.Illness): '-' not  
## meaningful for factors

print(bag\_qual\_MSE)

## [1] NA

#random forest approach qualitative  
set.seed(1)  
rf\_qual <- randomForest(Severity.of.Illness ~ Bed.Grade + Visitors.with.Patient +   
 Admission\_Deposit, ntree=10,  
 data = hos\_train2, mtry = 3, importance = TRUE)  
rf\_qual

##   
## Call:  
## randomForest(formula = Severity.of.Illness ~ Bed.Grade + Visitors.with.Patient + Admission\_Deposit, data = hos\_train2, ntree = 10, mtry = 3, importance = TRUE)   
## Type of random forest: classification  
## Number of trees: 10  
## No. of variables tried at each split: 3  
##   
## OOB estimate of error rate: 51.33%  
## Confusion matrix:  
## Extreme Minor Moderate class.error  
## Extreme 8406 8185 22200 0.7833003  
## Minor 5315 21776 31383 0.6275952  
## Moderate 14200 30316 75613 0.3705683

rf\_qual\_hat <- predict(rf\_qual, data = hos\_test2)  
rf\_qual\_hat <- na.omit(rf\_qual\_hat)  
rf\_qual\_MSE <- mean((rf\_qual\_hat - hos\_test2$Severity.of.Illness)^2)

## Warning in Ops.factor(rf\_qual\_hat, hos\_test2$Severity.of.Illness): '-' not  
## meaningful for factors

print(rf\_qual\_MSE)

## [1] NA

any(is.na(hos\_test2$rf\_qual\_hat))

## [1] FALSE

any(is.na(hos\_test2$Severity.of.Illness))

## [1] FALSE

Principal Components Regression: - Predict the length of stay in a hospital

#ten-fold cross-validation error on the whole data set first  
set.seed(2)  
pcr\_fit\_whole <- pcr(stay ~ ., data = hospital2, scale = TRUE,  
 validation = "CV")  
summary(pcr\_fit\_whole)

## Data: X dimension: 313793 44   
## Y dimension: 313793 1  
## Fit method: svdpc  
## Number of components considered: 44  
##   
## VALIDATION: RMSEP  
## Cross-validated using 10 random segments.  
## (Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps  
## CV 0.6982 0.6981 0.6976 0.6973 0.6965 0.6965 0.692  
## adjCV 0.6982 0.6981 0.6976 0.6973 0.6965 0.6965 0.692  
## 7 comps 8 comps 9 comps 10 comps 11 comps 12 comps 13 comps  
## CV 0.6917 0.6868 0.6864 0.6841 0.6839 0.6833 0.6798  
## adjCV 0.6917 0.6868 0.6863 0.6841 0.6839 0.6833 0.6796  
## 14 comps 15 comps 16 comps 17 comps 18 comps 19 comps 20 comps  
## CV 0.6796 0.6788 0.6741 0.6708 0.6692 0.6672 0.667  
## adjCV 0.6796 0.6788 0.6741 0.6708 0.6692 0.6672 0.667  
## 21 comps 22 comps 23 comps 24 comps 25 comps 26 comps 27 comps  
## CV 0.6667 0.6667 0.6666 0.6658 0.6658 0.6658 0.6657  
## adjCV 0.6667 0.6667 0.6666 0.6658 0.6658 0.6658 0.6657  
## 28 comps 29 comps 30 comps 31 comps 32 comps 33 comps 34 comps  
## CV 0.6656 0.6654 0.6542 0.6537 0.6535 0.6482 0.648  
## adjCV 0.6656 0.6654 0.6542 0.6537 0.6535 0.6482 0.648  
## 35 comps 36 comps 37 comps 38 comps 39 comps 40 comps 41 comps  
## CV 0.648 0.648 0.6473 0.6471 0.6468 0.6468 0.6465  
## adjCV 0.648 0.648 0.6473 0.6470 0.6468 0.6468 0.6465  
## 42 comps 43 comps 44 comps  
## CV 0.6461 0.646 0.646  
## adjCV 0.6461 0.646 0.646  
##   
## TRAINING: % variance explained  
## 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps  
## X 7.40385 13.7174 18.9026 23.5013 27.9111 32.156 35.945 39.494  
## stay 0.02794 0.1714 0.2479 0.4771 0.4793 1.773 1.856 3.247  
## 9 comps 10 comps 11 comps 12 comps 13 comps 14 comps 15 comps  
## X 42.768 45.682 48.554 51.352 53.980 56.603 59.185  
## stay 3.361 4.007 4.041 4.224 5.257 5.265 5.481  
## 16 comps 17 comps 18 comps 19 comps 20 comps 21 comps 22 comps  
## X 61.659 64.111 66.484 68.808 71.10 73.389 75.661  
## stay 6.788 7.681 8.139 8.685 8.74 8.814 8.817  
## 23 comps 24 comps 25 comps 26 comps 27 comps 28 comps 29 comps  
## X 77.93 80.159 82.370 84.513 86.578 88.575 90.478  
## stay 8.84 9.076 9.078 9.079 9.113 9.131 9.196  
## 30 comps 31 comps 32 comps 33 comps 34 comps 35 comps 36 comps  
## X 92.21 93.67 94.94 96.08 97.13 97.88 98.52  
## stay 12.20 12.34 12.41 13.81 13.88 13.89 13.89  
## 37 comps 38 comps 39 comps 40 comps 41 comps 42 comps 43 comps  
## X 99.11 99.59 99.76 99.88 99.93 99.98 100.00  
## stay 14.07 14.13 14.20 14.20 14.27 14.38 14.42  
## 44 comps  
## X 100.00  
## stay 14.42

validationplot(pcr\_fit\_whole, val.type = 'MSEP')
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#performing PCR on the training data set  
#based off of PCR on the whole data set, we will use M=33  
pcr\_fit\_train <- pcr(stay ~ ., data = hos\_train2, scale = TRUE,  
 validation = "CV")  
summary(pcr\_fit\_train)

## Data: X dimension: 219655 44   
## Y dimension: 219655 1  
## Fit method: svdpc  
## Number of components considered: 44  
##   
## VALIDATION: RMSEP  
## Cross-validated using 10 random segments.  
## (Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps  
## CV 0.6974 0.6973 0.6967 0.6965 0.6958 0.6958 0.6914  
## adjCV 0.6974 0.6973 0.6967 0.6965 0.6958 0.6958 0.6914  
## 7 comps 8 comps 9 comps 10 comps 11 comps 12 comps 13 comps  
## CV 0.691 0.6861 0.6857 0.6834 0.6833 0.6827 0.6801  
## adjCV 0.691 0.6861 0.6857 0.6834 0.6833 0.6827 0.6795  
## 14 comps 15 comps 16 comps 17 comps 18 comps 19 comps 20 comps  
## CV 0.6787 0.6784 0.6742 0.6702 0.6686 0.6668 0.6665  
## adjCV 0.6787 0.6784 0.6741 0.6701 0.6686 0.6667 0.6664  
## 21 comps 22 comps 23 comps 24 comps 25 comps 26 comps 27 comps  
## CV 0.6659 0.6659 0.6658 0.6649 0.6649 0.6648 0.6648  
## adjCV 0.6659 0.6659 0.6658 0.6649 0.6648 0.6648 0.6648  
## 28 comps 29 comps 30 comps 31 comps 32 comps 33 comps 34 comps  
## CV 0.6647 0.6645 0.6535 0.6531 0.6528 0.6477 0.6475  
## adjCV 0.6647 0.6645 0.6535 0.6531 0.6528 0.6477 0.6475  
## 35 comps 36 comps 37 comps 38 comps 39 comps 40 comps 41 comps  
## CV 0.6475 0.6475 0.6469 0.6466 0.6463 0.6463 0.6462  
## adjCV 0.6475 0.6475 0.6469 0.6466 0.6463 0.6463 0.6461  
## 42 comps 43 comps 44 comps  
## CV 0.6458 0.6456 0.6456  
## adjCV 0.6457 0.6456 0.6456  
##   
## TRAINING: % variance explained  
## 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps  
## X 7.40379 13.7194 18.9095 23.5130 27.9236 32.170 35.955 39.510  
## stay 0.03956 0.1919 0.2671 0.4712 0.4722 1.735 1.835 3.226  
## 9 comps 10 comps 11 comps 12 comps 13 comps 14 comps 15 comps  
## X 42.785 45.700 48.570 51.372 54.000 56.62 59.201  
## stay 3.342 3.988 4.008 4.188 5.131 5.31 5.397  
## 16 comps 17 comps 18 comps 19 comps 20 comps 21 comps 22 comps  
## X 61.674 64.129 66.504 68.82 71.124 73.409 75.682  
## stay 6.585 7.686 8.109 8.63 8.706 8.864 8.865  
## 23 comps 24 comps 25 comps 26 comps 27 comps 28 comps 29 comps  
## X 77.942 80.175 82.385 84.528 86.589 88.584 90.487  
## stay 8.887 9.142 9.143 9.146 9.167 9.178 9.248  
## 30 comps 31 comps 32 comps 33 comps 34 comps 35 comps 36 comps  
## X 92.22 93.67 94.94 96.08 97.14 97.88 98.53  
## stay 12.22 12.33 12.41 13.78 13.84 13.84 13.85  
## 37 comps 38 comps 39 comps 40 comps 41 comps 42 comps 43 comps  
## X 99.11 99.59 99.76 99.88 99.93 99.98 100.00  
## stay 14.00 14.07 14.15 14.15 14.20 14.31 14.35  
## 44 comps  
## X 100.00  
## stay 14.35

validationplot(pcr\_fit\_train, val.type = 'MSEP')
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pcr\_pred <- predict(pcr\_fit\_train, hos\_test2, ncomp = 33)  
pcr\_MSE <- mean((pcr\_pred - hos\_test2$stay)^2)  
print(pcr\_MSE)

## [1] 0.421935

The test MSE for Principal Component Regression is 0.4194666

I want to compare this regression to the partial least squares using the same method.

#Partial Least Squares  
pls\_comp\_fit <- plsr(stay ~ ., data = hospital2,  
 scale = TRUE, validation = "CV")  
summary(pls\_comp\_fit)

## Data: X dimension: 313793 44   
## Y dimension: 313793 1  
## Fit method: kernelpls  
## Number of components considered: 44  
##   
## VALIDATION: RMSEP  
## Cross-validated using 10 random segments.  
## (Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps  
## CV 0.6982 0.6549 0.6491 0.6476 0.6471 0.6469 0.6467  
## adjCV 0.6982 0.6549 0.6490 0.6476 0.6471 0.6469 0.6467  
## 7 comps 8 comps 9 comps 10 comps 11 comps 12 comps 13 comps  
## CV 0.6466 0.6465 0.6464 0.6463 0.6462 0.6461 0.6461  
## adjCV 0.6466 0.6465 0.6464 0.6463 0.6462 0.6461 0.6461  
## 14 comps 15 comps 16 comps 17 comps 18 comps 19 comps 20 comps  
## CV 0.646 0.646 0.646 0.646 0.646 0.646 0.646  
## adjCV 0.646 0.646 0.646 0.646 0.646 0.646 0.646  
## 21 comps 22 comps 23 comps 24 comps 25 comps 26 comps 27 comps  
## CV 0.646 0.646 0.646 0.646 0.646 0.646 0.646  
## adjCV 0.646 0.646 0.646 0.646 0.646 0.646 0.646  
## 28 comps 29 comps 30 comps 31 comps 32 comps 33 comps 34 comps  
## CV 0.646 0.646 0.646 0.646 0.646 0.646 0.646  
## adjCV 0.646 0.646 0.646 0.646 0.646 0.646 0.646  
## 35 comps 36 comps 37 comps 38 comps 39 comps 40 comps 41 comps  
## CV 0.646 0.646 0.646 0.646 0.646 0.646 0.646  
## adjCV 0.646 0.646 0.646 0.646 0.646 0.646 0.646  
## 42 comps 43 comps 44 comps  
## CV 0.646 0.646 3.203  
## adjCV 0.646 0.646 8.086  
##   
## TRAINING: % variance explained  
## 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps  
## X 3.427 7.824 12.43 16.31 20.99 24.07 26.96 29.88  
## stay 12.024 13.597 13.99 14.12 14.17 14.21 14.25 14.28  
## 9 comps 10 comps 11 comps 12 comps 13 comps 14 comps 15 comps  
## X 32.44 34.81 37.19 39.97 41.71 43.52 45.76  
## stay 14.31 14.34 14.37 14.38 14.39 14.40 14.41  
## 16 comps 17 comps 18 comps 19 comps 20 comps 21 comps 22 comps  
## X 47.81 50.01 52.58 55.39 57.33 58.87 59.96  
## stay 14.41 14.41 14.42 14.42 14.42 14.42 14.42  
## 23 comps 24 comps 25 comps 26 comps 27 comps 28 comps 29 comps  
## X 61.64 63.18 65.14 66.34 67.56 69.03 71.31  
## stay 14.42 14.42 14.42 14.42 14.42 14.42 14.42  
## 30 comps 31 comps 32 comps 33 comps 34 comps 35 comps 36 comps  
## X 72.60 74.05 75.02 77.01 79.26 81.48 83.85  
## stay 14.42 14.42 14.42 14.42 14.42 14.42 14.42  
## 37 comps 38 comps 39 comps 40 comps 41 comps 42 comps 43 comps  
## X 86.10 88.49 90.95 93.19 95.45 97.73 100.00  
## stay 14.42 14.42 14.42 14.42 14.42 14.42 14.42  
## 44 comps  
## X 102.6  
## stay -13321.3

validationplot(pls\_comp\_fit, val.type = "MSEP")

![A graph with a line
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#finding the MSE of PLS  
pls\_comp\_pred <- predict(pls\_comp\_fit, hos\_test2, ncomp = 1)  
pls\_comp\_MSE <- mean((pls\_comp\_pred - hos\_test2$stay)^2)  
print(pls\_comp\_MSE)

## [1] 0.4310673

Comparing the PLS model and PCR model for this data set, we can see that the PCR model fits better with a lower test MSE than the PLS model.

#Comparing the Test MSE for Quantitative problem  
par(mfrow = c(1,2))  
barplot(c(lin\_MSE, ridge\_MSE, lasso\_MSE, pls\_MSE, reg\_tree\_MSE),  
 names.arg = c("OLS", "Ridge", "Lasso", "PLS", "Reg\_Tree"),  
 ylab = "Mean Squared Error", col = "blue")  
barplot(c(prune\_tree\_MSE, bag\_hos\_MSE, rf\_MSE, boost\_MSE),  
 names.arg = c("Pruned\_Reg\_Tree", "Bagging", "RandomForest", "Boosting"),  
 ylab = "Mean Squared Error", col = "blue")

![A comparison of blue bars

Description automatically generated](data:image/png;base64,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)

Quant\_MSE <- data.frame(Model\_MSE = c(lin\_MSE, ridge\_MSE, lasso\_MSE, pls\_MSE, reg\_tree\_MSE,  
 prune\_tree\_MSE, bag\_hos\_MSE, rf\_MSE, boost\_MSE))  
min(Quant\_MSE)

## [1] NA

Comparing the MSE of models that qualified for this comparison showed that Multiple linear regression is the best model used for this data set. Partial least Squares is a close second in this list. I will used both of these models to predict the number of days a patient will stay in a hospital.

#Predicting the average amount of days a patient will stay in a hospital.  
mean(lin\_pred)

## [1] 0.8719085

mean(pls.pred)

## [1] 0.8339318

#Both models give you about 0.8344 so if we times that with 20(for the range of days for the factor 0), we should be able to predict the average amount of days a patient would stay in the hospital.  
avg\_stay <- 0.8344\*20  
print(avg\_stay)

## [1] 16.688

#A patient will stay on average 16.688 days in a hospital.

#Comparing the MSE for Qualitative Problem  
#The same concept will apply to the quantitative problem, I will only use models that I've gotten the MSE from.  
barplot(c(lda\_MSE,qda\_MSE,class\_tree\_MSE),  
 names.arg = c("lda\_MSE", "qda\_MSE","class\_tree\_MSE"),  
 ylab = "Mean Squared Error", col = "red")
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Qual\_MSE <- data.frame(Model\_MSE = c(lda\_MSE,qda\_MSE,class\_tree\_MSE))  
min(Qual\_MSE)

## [1] 0.5441586

The lowest MSE in the qualified models used for our qualitative problem is the qda model, but the lda model is also really close so we will use both models to help without prediction.

#Predicting Qualitative problem  
lda\_pred\_num <- as.numeric(lda\_pred$class)  
qda\_pred2\_num <- as.numeric(qda\_pred2$class)  
mean(qda\_pred2\_num)

## [1] 2.838716

mean(lda\_pred\_num)

## [1] 2.886719

#From the data set extreme = 1, minor = 2, and moderate = 3.  
#A average patient at a hospital will have a moderate severity in illness.

#Predicting PCR problem  
mean(pcr\_pred)

## [1] 0.834302

#if we do the same math as we did for the quantitative problem would be able to get the average days a patient will stay in the hospital.  
pcr\_avg\_stay <- 0.834\*20  
print(pcr\_avg\_stay)

## [1] 16.68

#A patient will stay on average 16.68 days in a hospital.