第一次作业

1. 什么是机器学习？请查找资料给出一个你觉得满意的定义或解释。

答：机器学习是人工智能的一条分支，可以通过机器学习为手段解决人工智能的问题，机器学习理论可以设计或者构建一些让机器自动“学习”的算法，机器学习所设计的算法是一类从数据中自动获取规律，并利用规律对未知数据进行预测的算法。

2. 什么是过学习？有哪些避免过学习的方法？

答：过学习，也就是过拟合，即overfitting，通常发生在模型过于复杂的情况下，如参数过多，overfitting会使得模型的预测能力变弱，增加数据的波动性，发生该现象是因为评判训练模型的标准不适用于评判该模型，因为模型的训练是基于训练集的，但是一整个模型的好坏并不完全依赖于训练集，当模型完全依赖于训练集以求更好的性能是，它在未知的数据集（测试集）上就会表现出反而更差的效果，这就是所谓的过拟合，也即过拟合。

方法：（1）委托标注公司对数据进行标注，人为的对数据的特征进行标注.。

1. 进行正则化调整。可知的是过拟合的一个重要原因就是参数过多，通过正则化的办法可以解决这个问题。定义损失函数来描述基准和现实情况的区别，但是损失函数只考虑在训练集上的经验风险，就会造成过拟合，所以通过在损失函数中加入新的描述模型复杂度的正则项，这样就可以避免模型太过复杂造成的过拟合。
2. 也可以通过单纯的增加训练样本来进行过拟合的问题解决。增多训练样本，可以避免某些特殊的特征项出现。

3. 什么是交叉验证？它有哪些具体做法？

答：交叉验证，即将样本集切割成较小的子集，通过在一个子集上分析，在其他子集上用来后续进行确认的方法，换言之，就是将一整个数据集分成了训练集和验证集。

具体做法有k-交叉验证，将训练集分为k份，每次选取一块作为验证集，其他作为训练集，每个子样本验证一次，一共进行k次交叉验证。

1. 请查找资料给出一个正则化方法的文字定义。

答：机器学习的训练过程，就是通过构造一个足够好的函数F用以在数据集进行验证，为了定义一个什么叫做足够好，引入了损失函数，用来描述基准函数和模型预测值之间的差距，因此机器学习的训练过程转化为了训练集D上loss function，也即L（F）最小化的问题，公式是![](data:image/x-wmf;base64,183GmgAAAAAAAKMRjATsCQAAAADSSwEACQAAA34BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAQAEBIAAAAmBg8AGgD/////AAAQAAAAwP///7P////ADwAA0wMAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEcAAAA+wLA/QAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAMCoeAAHvnN2QAAAAAQAAAAtAQAACAAAADIKdQIBDwEAAAApeQgAAAAyCnUCoAwBAAAAKDoJAAAAMgp1An4HAwAAAG1pbgAIAAAAMgp1AhgEAQAAAGEEHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgBgqHgAB75zdkAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKcwHeAQEAAAAqOhwAAAD7AsD9AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAgKV4AAe+c3ZAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCnUCcg0BAAAARgAIAAAAMgp1AmILAQAAAEw6CAAAADIKdQIUBQIAAAByZwgAAAAyCnUCSQABAAAARrgcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAMCleAAHvnN2QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgrTA60HAQAAAEYAHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAQaCV3OygKYgAACgAAp3gAB75zdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKdQLRAgEAAAA9SwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtABIqAIoCAAAKAFQlZhJUJWYSKgCKAiD1GQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，但是loss function只考虑在训练集上的经验风险，这样可能会造成过拟合，也就是因为过于的最求训练集上的最优化，反而导致了模型复杂程度的加剧，为了对抗过拟合，我们需要向损失函数中加入描述模型复杂度的正则项![](data:image/x-wmf;base64,183GmgAAAAAAADwFEQLsCQAAAADQWQEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAOIZABBoJXftKArJAAAKAOgkfAAHvnN2QAAAAAQAAAAtAQAACAAAADIKgAHEAwIAAACjqQgAAAAyCoABWgECAAAAo6gcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKACgofAAHvnN2QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAdoCAQAAAEaoHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAQaCV37SgKygAACgBIKHwAB75zdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAE0AAEAAABXqAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAYqAIoCAAAKABMpZgYTKWYGKgCKAkjbGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，将经验风险最小化转化为结构风险最小化，修改后的公式如下：
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通过引入正则项的方法就可以由小避免因过拟合而造成的模型复杂化问题，避免了糟糕的模型。