基于多样性数据生成和集成学习的两类非平衡大数据分类

1. 课题来源及研究的目的和意义
   1. 课题来源

随着互联网和物联网的发展，数据正以前所未有的速度在增长，人类已经进入了大数据的时代。在这种环境下，研究人员可以基于这些数据进行统计分析，挖掘数据中蕴藏的有价值的信息。但在现实中，数据的质量很难得到保证，其中数据类别不平衡问题就是一种非常常见的情况。当用传统的分类方法去解决非平衡数据分类问题时，得到的结果就会有偏差。如何解决非平衡数据分类问题是一个有必要的研究内容。

1.2 课题研究目的和意义

不平衡问题分为多类不平衡问题和两类不平衡问题，本研究只考虑两类不平衡的情况，即数据中某一类别的样例数远远小于另一类别，并且把数量比较多的样本称为多数类样本或负类样本，数量较少的样本称为少数类样本或正类样本。传统的分类方法，例如决策树、K近邻等方法，由于考虑算法在整个数据上的准确率，所以往往会忽视少数类样本。例如，如果数据集有10000个样本，而少数类样本只有100个，即使分类器把所有样本都分为多数类，也会达到99%的准确率。但是，对于少数类来说，这样的结果是不能接受的。这就会对我们的数据研究和分析造成一定的困难，令得出的结论出现偏差。因此，目前研究人员提出了许多方法解决二类不平衡问题。其中，对数据集进行重采样，增加少数类样例数目或者减少多数类样例数目，使数据集平衡化就是一种非常有效的方法。Gracia等分析了不同采样算法对分类性能的影响，实验表明上采样的结果往往比下采样要好，因为下采样可能会丢失一些重要的信息。然而大多数上采样方法，会导致原始数据集类别分布的改变，导致分类器在训练过程中出现过拟合的情况。另外，在某些情况下，大多数上采样方法缺乏可解释性，并且效果有限。因此，研究一种可解释性强、适用于不同数据集，且有效的数据上采样方法是非常必要的。

1. 国内外在该方向的研究现状及分析

数据类别不平衡问题仍然是目前研究的热点，主要是由于在现实生活中数据不平衡问题普遍存在，如医疗领域的肿瘤诊断，电商领域的恶意差评检测等。不同类别的样例数量相差较大，可能会严重影响标准分类模型的性能。根据数据不平衡程度，可以将数据不平衡问题分为以下几类：轻微不平衡（正负样本数量相差在一个数量级内），中度不平衡（正负样本数量相差在两个数量级以内）以及重度不平衡（正负样本数量相差超过两个数量级）。目前，对于数据对于类别不平衡问题，已有的文献中已经提出了不同的解决技术。主要分为以下三类:数据层面、算法层面以及混合的方法。

数据层面，主要通过样本重采样技术对数据集进行预处理，主要是对多数类样例进行下采样或者对少数类样例进行上采样，从而达到不同类别之间样本数量比例的相对平衡。Ling等人提出了随机上采样和随机下采样算法，其算法思想是目前最简单的样本采样技术。随后，由于随机上采样采取简单的复制样本策略来增加样本，这样容易产生模型过拟合问题。针对这一问题，Chawla等提出了少数类生成上采样方法SMOTE，该方法通过利用少数类样本及其邻域信息进行数据的上采样，扩充的样例和已有样例不相同，从而降低了过拟合的风险，但容易发生类间样本重叠的问题，并且引入了额外的噪声。HAN等在SMOTE的基础上，提出了Borderline-Smote算法，它的主要思想是，在生成样本的过程中，如果少数类样本的k近邻中的全部样本为负类样本，则不进行样本生成，一定程度上解决了SMOTE算法类间样本重叠（overlapping）的问题。研究人员基于SMOTE方法还提出了很多改进，比如MSMOTE、B1-SMOTE和B2-SMOTE等。参考文献对这些方法进行了很好的综述。下采样是指减少多数类样本以达到数据集的平衡。近年来，研究者们也提出了很多下采样方法。Chan等提出了一种基于近邻的下采样方法ENN，该算法去除少数类样本最近的3个近邻样本中2个或者以上的类别不同的样本，但ENN算法去除的样本较少，不能很好的改善数据的平衡性。Kubat等提出一种启发式下采样方法One-Sided Selection，用于去除在多数类边界线附近的样本或者噪声样本，该算法尽可能的留下具有代表性的样本，但是改变了原来的数据分布，可能会丢失一些重要信息。针对这一问题，Ha等提出了一种基于遗传算法的下采样方法，能够保证数据分布信息的完整性。

上采样和下采样方法，都是处理非平衡数据的重要手段，Estabrooks等和Barandela等建议同时使用上采样和下采样两种方法，这对于处理非平衡问题非常有效。

算法层面，主要是设计一个适用于非平衡数据的新分类算法，或对已有的分类算法进行改进，从而令这些算法可以处理非平衡数据。目前主要的方法有，对不同类别的样本赋予不同惩罚参数的代价敏感学习、集成方法以及主要用于异常样本检测中的单类学习等。Li等针对adaboost方法在非平衡问题中，对于少数类样本性能无法保证的问题提出一种基于KNN的改进方法K-Adaboost方法，使用KNN算法降低靠近少数类的多数类样本权重，令分类器更加重视少数类。Sun等提出了一种带权重的集成方法，先将多数类样本划分成多个子集，每个子集都与少数类样本合并为一个平衡数据集，然后在这些平衡数据集上训练分类器，通过不同的规则将各个分类器集成。Breiman等提出了一种基于集成的方法，使用bootstrap聚合技术集成分类器，最后使用多数投票的方法或者加权投票的方法确定测试样本的类别。

混合的方法，结合数据层面和算法层面的方法，弥补了这两个层面方法的问题，并且可以达到较好的分类性能。Chawla等提出一种新的方法SMOTEBoost，在SMOTE的基础上结合Boosting方法提高在非平衡数据集上的性能。Cohena等针对在医疗诊断中罕见阳性问题，结合了上采样和下采样两种手段，提出了一种通过正则化参数调整SVM边界的方法。Yong等基于k-means和遗传算法提出了适用于不平衡数据的采样方法，该方法首先将少数类样本通过k-means聚成k个簇，在每个簇中使用遗传算法生成新的样本。王等在代价敏感的理论基础上，提出一种新的基于代价敏感集成学习的非平衡数据分类算法NIBoost，实验结果表明该方法在处理非平衡数据分类的过程中具有一定的优势。赵等针对随机森林算法在非平衡数据集上表现的分类性能差的问题,提出一种新的过采样方法SCSMOTE，关键是找出少数类样本中合适的候选样本，基于这些候选样本生成新的样本，实现了对合成少数类样本质量的控制，有效提高了随机森林在非平衡数据集上的分类性能。

1. 主要研究内容及创新点

3.1 主要研究内容

本论文主要研究基于多样性数据生成和集成学习的两类非平衡大数据分类。

对于两类非平衡大数据分类的解决方案分为两个阶段，一是对少数类样本（正样本）进行上采样，增加少数类样本的数量，使其与多数类样本（负样本）达到一定的比例。为了防止生成过多的少数类样本，人为控制两种类别数据数据的比例。然后将多数类样本划分成K个子集，各个子集分别与上采样的后的少数类样本构成K个相对平衡数据集，在这K个数据集上分别训练分类器，通过集成学习将这K个分类器的结果集成，得到最终的预测结果。本论文拟研究的主要内容包括：

1、已有的样本采样方法仅仅适用于某些类型的数据集，而且生成的数据在一些情况下缺乏解释性。比如在图像数据上，通过SMOTE方法进行样本上采样，得到的新样本很可能是一张没有意义的图像，这些图像对我们训练分类器价值不大。基于此种情况，本论文通过生成对抗网络或者变分自编码器，训练生成模型用于生成有意义的少数类样本。

2、在对少数类样本进行上采样的过程中，已有的样本采样方法不能保证生成样本的多样性，导致生成的样本和已有的样本过于相似，不能增加有效的信息。为了保证生成样本的多样性，本论文拟采用一个指标（如类内散度最大化）来评价生成样本的多样性，从而可以有效的扩充少数类样本，增加有效的数据信息。

3、为了保证不过多的对少数类样本上采样，导致数据的冗余，本论文将多数类样本划分为K个子集，令每个子集与上采样后的少数类样本构成一个相对平衡数据集，以减少上采样的数量。但是由于K的取值对于不同数据集来说可能不同，所以对K的选取需要讨论、实验，找到合适的取值。

4、如第3点所述，将多数样本划分为K个子集后，各个子集与上采样后的少数类样本构成一个相对平衡的数据集，但是我们无法知道当平衡比例达到多少时就可以有效的训练分类器。针对这一问题，本论文决定研究数据集在不同平衡比例下，得到分类器性能的变化，从而找到一个合适的平衡比例。

5、对于数据集类别不平衡比例问题，目前还没有一个明确的定义。如果少数类样本过少，则无法有效的通过生成对抗网络或者变分自编码器训练生成器，本论文拟采用实验的方法，研究对于不同的数据集，当少数类样本数量达到多少时则无法有效训练生成器。

3.2 创新点

1、基于生成对抗网络或者变分自编码器对两类不平衡大数据进行数据生成。

2、通过集成的方法减少少数类样例上采样的数量，并提高分类器的性能。

3、提出一种评价生成样本多样性的指标，从而可以有效的增加数据信息，改善分类的效果。

四、研究方案及进度安排，预期达到的目标

4.1 研究方案

1、选择UCI数据库或者其它开放数据源中的数据集。

2、通过阅读大量的文献和资料，掌握生成对抗网络、变分自编码器以及集成算法的原理和实现方式。

3、学习开源深度学习框架Keras和TensorFlow，学习机器学习库sklearn，并基于这些框架实现基于生成模型的非平衡分类算法。

4、实验分析，通过实验结果对所提出的方法进行分析，并与传统的上采样方法比较。

5、在导师的指导下，撰写毕业论文。

4.2 研究进度安排

2019年 04-05月：查阅相关文献资料，收集课题发展信息，并确定研究方法和目标。

2019年 06-09月：对提出的研究方法进行实验观察，分析其优缺点。

2019年 10-12月：收集材料，组织思想，撰写论文初稿。

2020年 01-03月：对论文初稿进行修改和整理，完成论文写作。

2020年 04-05月：准备毕业论文答辩。

4.3 预期达到的目标

设计出基于多样性数据生成和集成学习的两类非平衡大数据分类算法，并实现该算法。与已有的非平衡数据上采样方法进行充分的实验比较，分析所提方法的优点和不足。

五、为完成课题已具备和所需的条件

5.1 已具备的条件

(1)通过研究生课程的学习，已经对TensorFlow和Keras计算框架以及python编程有了比较深入的了解，为下面的研究工作奠定了实践基础；

(2)已经查找大量课题研究所需的文献材料，为理论证明做好准备；

(3)实验所需的环境已具备。

5.2 所需的条件

(1) 选择或者设计合适的生成模型，从而提高生成样本的多样性和质量。

(2)基于生成模型的非平衡分类算法的实现，及其参数调优；

(3)与传统的上采样方法进行比较与分析。

六、预计研究过程中可能遇到的困难和问题以及解决的措施
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