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# **ĐỀ CƯƠNG NGHIÊN CỨU**

| **TÊN ĐỀ TÀI (IN HOA)**  ÁP DỤNG CƠ CHẾ ĐA CHÚ Ý VÀO NHẬN DẠNG ẢNH KHUÔN MẶT DEEPFAKE |
| --- |
| **TÊN ĐỀ TÀI TIẾNG ANH (IN HOA)**  USING MULTI-ATTENTION MECHANISM TO THE DEEPFAKE FACE IMAGE RECOGNITION |
| **TÓM TẮT**  Hiện nay bài toán nhận dạng ảnh khuôn mặt deepfake đang được cấp thiết nghiên cứu do những vấn đề về xã hội, chính trị ngày càng nghiêm trọng gây ra bởi các thành phần độc hại sử dụng mô hình deepfake trong việc giả mạo khuôn mặt. Chúng tôi xem xét bài toán này dưới dạng bài toán phân loại ảnh chi tiết (fine-grained image classification) thay vì bài toán phân loại ảnh nhị phân thông thường vì các chi tiết khác biệt giữa ảnh khuôn mặt thật và ảnh khuôn mặt tạo bằng deepfake ngày càng tinh vi, khó phân biệt bằng mắt thường. Từ đó, chúng tôi đề xuất áp dụng cơ chế đa chú ý (multi-attention mechanism) vào mô hình giải quyết bài toán với mục đích cung cấp cho mô hình khả năng chú ý tới các vùng cục bộ khác nhau chứa thông tin quan trọng cho việc phân loại. Hơn nữa, chúng tôi đề xuất cần có một phương pháp huấn luyện mới để đảm bảo mô hình chú ý tới những vùng độc lập khác nhau (multi) trong ảnh. Chúng tôi sẽ nghiên cứu tìm mô hình tối ưu cho cơ chế đa chú ý cũng như chứng minh tính hiệu quả của mô hình tìm được trên các bộ dữ liệu nhận dạng ảnh khuôn mặt deepfake hiện có, so sánh hiệu quả với các mô hình nhận dạng ảnh khuôn mặt deepfake hiện nay. Chúng tôi cho rằng mô hình chúng tôi tìm được sẽ đạt được hiệu suất cao nhất. Để chứng minh mô hình có khả năng chú ý tới các vùng chứa thông tin phân loại khác nhau của bức ảnh, chúng tôi sẽ minh hoạ các bản đồ chú ý (attention map) có được từ mô hình khi đưa vào hình ảnh khuôn mặt của một người. Chúng tôi cho rằng các các bản đồ chú ý sẽ khác biệt và chú ý vào các phần quan trọng của hình ảnh. |
| **GIỚI THIỆU**   * Hiện nay nhờ sự phát triển nhanh chóng của các mô hình tạo sinh, các kỹ thuật deepfake khuôn mặt khác nhau [1, 2, 3, 4, 5] đã đạt được những kết quả đột phá. Điều này lại bị những cá nhân, tổ chức độc hại lạm dụng để gây ra các vấn đề xã hội và chính trị nghiêm trọng. Do đó, việc phát hiện deepfake nói riêng và deepfake khuôn mặt nói chung là bài toán đang được nghiên cứu rộng rãi và đã có nhiều phương pháp được đề xuất.     *Ảnh 1: Ảnh khuôn mặt thật và deepfake*   * Bài toán: nhận dạng ảnh khuôn mặt deepfake.   + Input: ảnh rgb khuôn mặt người.   + Output: thật/giả. * Tuy nhiên, hầu hết các mô hình được đưa ra đều xem xét bài toán này là bài toán phân loại nhị phân (thật/giả) thông thường [6, 7, 8, 9, 10], tức là mô hình sẽ sử dụng 1 mạng backbone để trích xuất đặc trưng toàn cục rồi đưa vào một bộ phân loại nhị phân. Nhưng sự khác biệt giữa ảnh thật và giả được tạo ra bằng các kỹ thuật mới hiện nay chỉ là những vùng nhỏ cục bộ trong ảnh và chúng rất tinh vi, khó phát hiện. Do đó chúng tôi cho rằng giải pháp trên là không tối ưu, chúng tôi đề xuất xem xét việc phát hiện deepfake là một bài toán phân loại chi tiết. * Do đó chúng tôi nghiên cứu vấn đề: Mô hình như thế nào là tối ưu cho bài toán nhận dạng ảnh khuôn mặt deepfake khi ta xem xét nó dưới dạng bài toán phân loại ảnh chi tiết ? |
| **MỤC TIÊU**   * Thực hiện nghiên cứu để tìm kiếm kiến trúc phù hợp cho 3 khối được đề ra bên dưới. * Nghiên cứu tìm kiếm phương pháp huấn luyện và tăng cường dữ liệu tối ưu để các bản đồ chú ý (attention map) độc lập và chứa các thông tin khác nhau. * Thực hiện thử nghiệm mô hình được phát triển với các bộ dữ liệu nhận dạng deepfake hiện tại. Chứng minh lập luận đưa ra là chính xác. |
| **NỘI DUNG VÀ PHƯƠNG PHÁP**  **a. NỘI DUNG:**   * Phân loại ảnh chi tiết (fine-grained image classification) là một bài toán đầy thách thức trong thị giác máy tính. Các nghiên cứu trong lĩnh vực này chủ yếu tập trung vào việc xác định vị trí các vùng mang thông tin phân loại. Đối với ảnh khuôn mặt, các chi tiết nhỏ như mắt, miệng, kết cấu khuôn mặt, … chứa thông tin quyết định đến kết quả phân loại. * Hiện nay cơ chế attention đã và đang được áp dụng rộng rãi trong nhiều loại bài toán khác nhau và đạt được kết quả vượt trội [11, 12, 13]. Chúng tôi áp dụng cơ chế multi-attention vào mô hình giải quyết bài toán, nhờ đó mô hình có khả năng nhận dạng và chú ý vào đa dạng (multi) vùng cục bộ trong ảnh chứa thông tin để phân biệt thật và giả. * Chúng tôi giả thuyết rằng, những đặc trưng cấp thấp ở những lớp đầu của bức ảnh sẽ vẫn còn thông tin về các vùng cục bộ chứa thông tin quan trọng. Do đó, bộ phân loại cần phải có thông tin ở các đặc trưng nông cần được chú ý mang tính cục bộ và thông tin ngữ nghĩa cấp cao cần được chú ý tương ứng mang tính toàn cục ở các đặc trưng sâu. Do đó, chúng tôi đề xuất mô hình có kiến trúc sau với 3 thành phần quan trọng:     *Ảnh 2: Khái quát mô hình*   * + **Texture enhancement block** để tăng cường các đặc trưng nông ở các lớp đầu. Các đặc trưng này là quan trọng vì thông tin này vẫn còn chi tiết, chưa được toàn cục, tổng quát hoá. Do đó, đặc trưng này cần được tăng cường để khai thác thông tin cục bộ bên trong.   + **Module attention** tạo ra các attention map từ đặc trưng ở các lớp giữa, mỗi attention map chứa thông tin xác định các vùng cục bộ cần chú ý đối với các đặc trưng nông cũng như các đặc trưng ngữ nghĩa cấp cao.   + **Module attention pooling** để gộp thông tin từ attention map với đặc trưng cấp thấp được tăng cường và với đặc trưng ngữ nghĩa cấp cao có được ở các lớp cuối để chỉ các thông tin mang tính phân biệt được đưa vào bộ phân loại. * Backbone layer: lớp trích xuất đặc trưng. * Để đảm bảo các attention map chú ý tới các vùng cục bộ khác nhau (multi), chúng tôi đề xuất cần có một phương pháp huấn luyện mới. Trong quá trình huấn luyện, thông tin ở các vùng đã được mô hình chú ý (attention map) sẽ được được ẩn đi (tăng cường dữ liệu), để mô hình chú ý vào các vùng khác có thể chứa thông tin để phân biệt.   **b. PHƯƠNG PHÁP:**   * Tiến hành khảo sát các lớp của các mạng phân loại ảnh tốt hiện nay như EfficientNet, XceptionNet, MobileNet, … để đưa vào backbone layer. * Nghiên cứu, tìm kiếm kiến trúc mạng phù hợp cho 3 khối được chúng tôi đề ra dựa trên những mô hình xử lý ảnh có áp dụng cơ chế chú ý như [14]. * Nghiên cứu, tìm kiếm phương pháp huấn luyện phù hợp cho mô hình. * Chứng minh hiệu quả của mô hình chúng tôi đề xuất bằng cách:   + Thực nghiệm trên các bộ dữ liệu cho bài toán nhận dạng khuôn mặt deepfake: FaceForencis++ [17], DFDC dataset [15], Celeb-DF [16] và so sánh kết quả với các mô hình hiện tại.   + Minh hoạ bản đồ chú ý để kiểm chứng mô hình sẽ chú ý vào các vùng khác nhau trong ảnh chứa thông tin quan trọng cho việc phân loại ảnh khuôn mặt thật/giả |
| **KẾT QUẢ MONG ĐỢI**   * Chúng tôi hi vọng sẽ tìm ra được kiến trúc mạng phù hợp cho 3 khối được đề ra trong kiến trúc trên cũng như phương pháp huấn luyện phù hợp. Cùng với đó, kết quả của mô hình chúng tôi sẽ tốt hơn so với các mô hình hiện tại cho bài toán này. * Các bản đồ chú ý thu được khi đưa một hình ảnh khuôn mặt vào kiến trúc phù hợp sẽ cho ra các kết quả độc lập đồng nghĩa với việc mô hình chú ý tới các vùng khác nhau của ảnh. |
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