**ceph分布式存储-块存储BlueStore性能测试**

[![96](data:image/jpeg;base64,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)](https://www.jianshu.com/u/e2dfdb98f630)

[Lucien\_168](https://www.jianshu.com/u/e2dfdb98f630) 关注

2018.12.21 18:35 字数 1136 阅读 6评论 0喜欢 0

**一、 集群环境**

**1.1 部署环境说明**

**mon组件部署：** ceph-xxx-osd00, ceph-xxx-osd01, ceph-xxx-osd02  
**osd组件部署：** ceph-xxx-osd00, ceph-xxx-osd01, ceph-xxx-osd02，ceph-xxx-osd03, ceph-xxx-osd04  
**磁盘：** SATA  
**ceph版本：** ceph 12.2.2 bluestore

**二、 性能测试**

**2.1 rados bench测试**

**2.1.1 写测试**

//默认block size是4M，30个线程并发，测试时间200s  
测试结果：30线程并发写，带宽：1119.68 MB/s 平均IOPS：279 平均延迟：0.107s

rados bench -p test\_pool 200 write -t 30 --no-cleanup --cluster=test

Total time run: 200.075896

Total writes made: 56005

Write size: 4194304

Object size: 4194304

Bandwidth (MB/sec): 1119.68

Stddev Bandwidth: 13.3296

Max bandwidth (MB/sec): 1148

Min bandwidth (MB/sec): 1048

Average IOPS: 279

Stddev IOPS: 3

Max IOPS: 287

Min IOPS: 262

Average Latency(s): 0.107161

Stddev Latency(s): 0.0469331

Max latency(s): 0.50955

Min latency(s): 0.0251761

**2.1.2 顺序读**

//默认block size是4M，30个线程并发，测试时间200s  
测试结果：30线程并发，带宽：1121.07 MB/s 平均IOPS：280 平均延迟0.106s

rados bench -p test\_pool 200 seq -t 30 --no-cleanup --cluster=test

Total time run: 199.827279

Total reads made: 56005

Read size: 4194304

Object size: 4194304

Bandwidth (MB/sec): 1121.07

Average IOPS: 280

Stddev IOPS: 2

Max IOPS: 288

Min IOPS: 260

Average Latency(s): 0.106283

Max latency(s): 0.780835

Min latency(s): 0.0198169

**2.1.3 随机读**

//默认block size是4M，30个线程并发，测试时间200s  
测试结果：30线程并发，带宽：1109.64 MB/s 平均IOPS：279 平均延迟：0.106s

rados bench -p test\_pool 200 rand -t 30 --no-cleanup --cluster=test

Total time run: 200.074550

Total reads made: 56003

Read size: 4194304

Object size: 4194304

Bandwidth (MB/sec): 1119.64

Average IOPS: 279

Stddev IOPS: 3

Max IOPS: 286

Min IOPS: 245

Average Latency(s): 0.106435

Max latency(s): 0.732702

Min latency(s): 0.0216828

**2.2 rbd性能测试**

**2.2.1 顺序读写**

//默认block size是4k，30个线程并发  
测试结果：30线程并发，带宽：297 MB/s 平均IOPS：72681.76

rbd bench-write test\_image --io-threads 30 --pool=test\_pool --io-pattern seq --io-total 17199730000 --cluster=test

elapsed: 57 ops: 4199153 ops/sec: 72681.76 bytes/sec: 297704487.46

//block size是4M，30个线程并发  
测试结果：30线程并发，带宽：844MB/s 平均IOPS：206.16

rbd bench-write test\_image --io-threads 30 --pool=test\_pool --io-pattern seq --io-total 17199730000 --io-size 4096000 --cluster=test

elapsed: 20 ops: 4200 ops/sec: 206.16 bytes/sec: 844451109.43

**2.2.2 随机读写**

//默认block size是4k，30个线程并发  
测试结果：30线程并发，带宽：36 MB/s 平均IOPS：8925.40

rbd bench-write test\_image --io-threads 30 --pool=test\_pool --io-pattern rand --io-total 17199730000 --cluster=test

elapsed: 470 ops: 4199153 ops/sec: 8925.40 bytes/sec: 36558420.10

//block size是4M，30个线程并发  
测试结果：30线程并发，带宽：860 MB/s 平均IOPS： 210.18

rbd bench-write test\_image --io-threads 30 --pool=test\_pool --io-pattern rand --io-total 17199730000 --io-size 4096000 --cluster=test

elapsed: 19 ops: 4200 ops/sec: 210.18 bytes/sec: 860894998.27

**2.3 fio+libaio测试**

**2.3.1 顺序读(block size 4M)**

//block size是4M, 30个线程并发，持续时间200s  
测试结果：30线程并发，带宽：2365.5 MB/s 平均IOPS： 591 耗时：50.58ms

fio -filename=/mnt/test/xxx -direct=1 -iodepth 1 -thread -rw=read -ioengine=libaio -bs=4M -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=read, bs=4M-4M/4M-4M/4M-4M, ioengine=libaio, iodepth=1

...

fio-2.2.8

Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 30 (f=30): [R(30)] [100.0% done] [2580MB/0KB/0KB /s] [645/0/0 iops] [eta 00m:00s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=32265: Tue Jan 16 14:42:45 2018

read : io=30720MB, bw=2365.5MB/s, iops=591, runt= 12987msec

slat (usec): min=381, max=111307, avg=39421.29, stdev=12150.39

clat (usec): min=806, max=99391, avg=11156.56, stdev=8561.94

lat (msec): min=2, max=127, avg=50.58, stdev=11.41

clat percentiles (usec):

| 1.00th=[ 4128], 5.00th=[ 6496], 10.00th=[ 7072], 20.00th=[ 7072],

| 30.00th=[ 7072], 40.00th=[ 7136], 50.00th=[ 7136], 60.00th=[ 7200],

| 70.00th=[ 9152], 80.00th=[14528], 90.00th=[21888], 95.00th=[29568],

| 99.00th=[47360], 99.50th=[49920], 99.90th=[54528], 99.95th=[94720],

| 99.99th=[99840]

bw (KB /s): min=67764, max=105233, per=3.33%, avg=80770.99, stdev=4432.59

lat (usec) : 1000=0.04%

lat (msec) : 2=0.25%, 4=0.55%, 10=69.62%, 20=17.27%, 50=11.76%

lat (msec) : 100=0.52%

cpu : usr=0.01%, sys=0.79%, ctx=23227, majf=0, minf=15436

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=7680/w=0/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

READ: io=30720MB, aggrb=2365.5MB/s, minb=2365.5MB/s, maxb=2365.5MB/s, mint=12987msec, maxt=12987msec

Disk stats (read/write):

nbd0: ios=243854/2, merge=0/1, ticks=1801606/27, in\_queue=1802231, util=99.28%

**2.3.1 随机读(block size 4M)**

//block size是4M, 30个线程并发，持续时间200s  
测试结果：30线程并发，带宽：1172.9 MB/s 平均IOPS： 293 耗时：101.27ms

fio -filename=/mnt/test/xxx -direct=1 -iodepth 1 -thread -rw=randread -ioengine=libaio -bs=4M -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=randread, bs=4M-4M/4M-4M/4M-4M, ioengine=libaio, iodepth=1

...

fio-2.2.8

Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 19 (f=18): [\_(1),r(3),\_(1),r(3),\_(1),r(2),\_(1),r(1),\_(1),r(1),\_(1),r(1),\_(2),r(5),\_(1),r(3),\_(2)] [96.4% done] [1312MB/0KB/0KB /s] [328/0/0 iops] [eta 00m:01s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=34255: Tue Jan 16 14:50:14 2018

read : io=30720MB, bw=1172.9MB/s, iops=293, runt= 26194msec

slat (usec): min=320, max=215905, avg=76016.00, stdev=31251.51

clat (usec): min=774, max=249806, avg=25251.42, stdev=16090.29

lat (msec): min=1, max=341, avg=101.27, stdev=35.33

clat percentiles (usec):

| 1.00th=[ 1544], 5.00th=[ 8256], 10.00th=[12992], 20.00th=[17024],

| 30.00th=[19584], 40.00th=[21632], 50.00th=[23680], 60.00th=[25728],

| 70.00th=[28032], 80.00th=[31360], 90.00th=[36608], 95.00th=[43264],

| 99.00th=[66048], 99.50th=[102912], 99.90th=[228352], 99.95th=[238592],

| 99.99th=[248832]

bw (KB /s): min=19200, max=81593, per=3.34%, avg=40089.91, stdev=6232.06

lat (usec) : 1000=0.03%

lat (msec) : 2=2.71%, 4=0.86%, 10=2.83%, 20=25.34%, 50=65.53%

lat (msec) : 100=2.20%, 250=0.51%

cpu : usr=0.01%, sys=0.43%, ctx=23282, majf=0, minf=15444

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=7680/w=0/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

READ: io=30720MB, aggrb=1172.9MB/s, minb=1172.9MB/s, maxb=1172.9MB/s, mint=26194msec, maxt=26194msec

Disk stats (read/write):

nbd0: ios=242695/4, merge=0/1, ticks=3682263/186, in\_queue=3683531, util=99.68%

**2.3.2 顺序写(block size 4M)**

//block size是4M, 30个线程并发，持续时间200s  
测试结果：30线程并发，带宽：577 MB/s 平均IOPS： 141 耗时：180.71ms

fio -filename=/mnt/test/xxxxxx -direct=1 -iodepth 1 -thread -rw=write -ioengine=libaio -bs=4M -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=write, bs=4M-4M/4M-4M/4M-4M, ioengine=libaio, iodepth=1

...

fio-2.2.8

Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 3 (f=3): [\_(14),W(1),\_(3),W(2),\_(10)] [88.7% done] [0KB/595.5MB/0KB /s] [0/148/0 iops] [eta 00m:07s] s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=39754: Tue Jan 16 15:06:52 2018

write: io=30720MB, bw=577632KB/s, iops=141, runt= 54459msec

slat (usec): min=432, max=11789K, avg=146240.74, stdev=890871.23

clat (usec): min=906, max=243958, avg=34464.33, stdev=18648.43

lat (msec): min=2, max=11820, avg=180.71, stdev=889.82

clat percentiles (usec):

| 1.00th=[ 1832], 5.00th=[ 2160], 10.00th=[ 3312], 20.00th=[27520],

| 30.00th=[34048], 40.00th=[36608], 50.00th=[38656], 60.00th=[40192],

| 70.00th=[42240], 80.00th=[44800], 90.00th=[48384], 95.00th=[51456],

| 99.00th=[59648], 99.50th=[69120], 99.90th=[238592], 99.95th=[242688],

| 99.99th=[244736]

bw (KB /s): min= 350, max=191625, per=11.71%, avg=67662.34, stdev=44038.16

lat (usec) : 1000=0.01%

lat (msec) : 2=2.62%, 4=9.49%, 10=5.60%, 20=0.35%, 50=75.18%

lat (msec) : 100=6.29%, 250=0.46%

cpu : usr=0.17%, sys=0.42%, ctx=17901, majf=0, minf=48

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=0/w=7680/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

WRITE: io=30720MB, aggrb=577632KB/s, minb=577632KB/s, maxb=577632KB/s, mint=54459msec, maxt=54459msec

Disk stats (read/write):

nbd0: ios=0/245786, merge=0/40, ticks=0/6934238, in\_queue=6934029, util=99.88%

**2.3.3 随机写(block size 4M)**

//block size是4M, 30个线程并发，持续时间200s  
测试结果：30线程并发，带宽：574 MB/s 平均IOPS： 140 耗时：175.80ms

fio -filename=/mnt/test/xxxxxx1 -direct=1 -iodepth 1 -thread -rw=randwrite -ioengine=libaio -bs=4M -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=randwrite, bs=4M-4M/4M-4M/4M-4M, ioengine=libaio, iodepth=1

...

fio-2.2.8

Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 6 (f=6): [\_(6),w(1),\_(4),w(1),\_(5),w(1),\_(3),w(1),\_(3),w(1),\_(2),w(1),\_(1)] [87.3% done] [0KB/567.5MB/0KB /s] [0/141/0 iops] [eta 00m:08s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=40883: Tue Jan 16 15:10:16 2018

write: io=30720MB, bw=574531KB/s, iops=140, runt= 54753msec

slat (usec): min=419, max=10185K, avg=140967.10, stdev=907840.86

clat (msec): min=1, max=70, avg=34.83, stdev=15.47

lat (msec): min=2, max=10224, avg=175.80, stdev=907.34

clat percentiles (usec):

| 1.00th=[ 1848], 5.00th=[ 2192], 10.00th=[ 3440], 20.00th=[32384],

| 30.00th=[35584], 40.00th=[37632], 50.00th=[39168], 60.00th=[41216],

| 70.00th=[42752], 80.00th=[45312], 90.00th=[48384], 95.00th=[51456],

| 99.00th=[58112], 99.50th=[63232], 99.90th=[69120], 99.95th=[69120],

| 99.99th=[70144]

bw (KB /s): min= 410, max=128000, per=12.24%, avg=70326.68, stdev=40733.29

lat (msec) : 2=2.17%, 4=9.19%, 10=5.94%, 20=0.07%, 50=75.76%

lat (msec) : 100=6.88%

cpu : usr=0.17%, sys=0.43%, ctx=17921, majf=0, minf=53

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=0/w=7680/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

WRITE: io=30720MB, aggrb=574530KB/s, minb=574530KB/s, maxb=574530KB/s, mint=54753msec, maxt=54753msec

Disk stats (read/write):

nbd0: ios=0/245594, merge=0/35, ticks=0/7007163, in\_queue=7007071, util=99.88%

**2.3.4 顺序读写(block size 4M)**

//block size是4M, 30个线程并发，持续时间200s  
测试结果：30线程并发，  
读（带宽：980 MB/s 平均IOPS： 239 耗时：69.67ms）  
写（带宽：762 MB/s 平均IOPS： 186 耗时：66.22ms）

fio -filename=/mnt/test/xxxxxx2 -direct=1 -iodepth 1 -thread -rw=rw -ioengine=libaio -bs=4M -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=rw, bs=4M-4M/4M-4M/4M-4M, ioengine=libaio, iodepth=1

...

fio-2.2.8

Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 1 (f=1): [\_(2),M(1),\_(27)] [100.0% done] [891.2MB/647.4MB/0KB /s] [222/161/0 iops] [eta 00m:00s] s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=1220: Tue Jan 16 15:13:14 2018

read : io=17280MB, bw=980534KB/s, iops=239, runt= 18046msec

slat (usec): min=328, max=437663, avg=58992.25, stdev=66315.88

clat (usec): min=2, max=137801, avg=10681.00, stdev=12378.44

lat (msec): min=1, max=465, avg=69.67, stdev=66.54

clat percentiles (usec):

| 1.00th=[ 1384], 5.00th=[ 1704], 10.00th=[ 2384], 20.00th=[ 3344],

| 30.00th=[ 4256], 40.00th=[ 5152], 50.00th=[ 5984], 60.00th=[ 7264],

| 70.00th=[ 9408], 80.00th=[15168], 90.00th=[27776], 95.00th=[35584],

| 99.00th=[59136], 99.50th=[70144], 99.90th=[103936], 99.95th=[113152],

| 99.99th=[138240]

bw (KB /s): min= 5333, max=106496, per=3.46%, avg=33881.20, stdev=15479.85

write: io=13440MB, bw=762638KB/s, iops=186, runt= 18046msec

slat (usec): min=462, max=443741, avg=50250.17, stdev=69529.56

clat (usec): min=378, max=175843, avg=15969.00, stdev=14417.80

lat (msec): min=2, max=477, avg=66.22, stdev=71.78

clat percentiles (usec):

| 1.00th=[ 1512], 5.00th=[ 1768], 10.00th=[ 2224], 20.00th=[ 3536],

| 30.00th=[ 4640], 40.00th=[ 6240], 50.00th=[10304], 60.00th=[18816],

| 70.00th=[24704], 80.00th=[29824], 90.00th=[35072], 95.00th=[39168],

| 99.00th=[46848], 99.50th=[50432], 99.90th=[162816], 99.95th=[175104],

| 99.99th=[175104]

bw (KB /s): min= 4708, max=89932, per=3.52%, avg=26814.32, stdev=13250.05

lat (usec) : 4=0.01%, 250=0.01%, 500=0.01%, 750=0.04%, 1000=0.14%

lat (msec) : 2=7.30%, 4=18.29%, 10=36.30%, 20=12.47%, 50=24.34%

lat (msec) : 100=0.91%, 250=0.16%

cpu : usr=0.17%, sys=0.88%, ctx=21190, majf=0, minf=49

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=4320/w=3360/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

READ: io=17280MB, aggrb=980534KB/s, minb=980534KB/s, maxb=980534KB/s, mint=18046msec, maxt=18046msec

WRITE: io=13440MB, aggrb=762637KB/s, minb=762637KB/s, maxb=762637KB/s, mint=18046msec, maxt=18046msec

Disk stats (read/write):

nbd0: ios=138078/107366, merge=0/3, ticks=1045037/1365373, in\_queue=2410297, util=99.42%

**2.3.5 随机读写(block size 4M)**

//block size是4M, 30个线程并发，持续时间200s  
测试结果：30线程并发，  
读（带宽：512 MB/s 平均IOPS： 125 耗时：110.69ms）  
写（带宽：398 MB/s 平均IOPS： 97 耗时：160.91ms）

fio -filename=/mnt/test/xxxxxx3 -direct=1 -iodepth 1 -thread -rw=randrw -ioengine=libaio -bs=4M -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=randrw, bs=4M-4M/4M-4M/4M-4M, ioengine=libaio, iodepth=1

...

fio-2.2.8

Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 18 (f=18): [m(4),\_(2),m(1),\_(2),m(1),\_(2),m(4),\_(4),m(2),\_(1),m(1),\_(1),m(5)] [94.6% done] [651.4MB/423.6MB/0KB /s] [162/105/0 iops] [eta 00m:02s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=2998: Tue Jan 16 15:19:09 2018

read : io=17280MB, bw=512653KB/s, iops=125, runt= 34516msec

slat (usec): min=330, max=1534.7K, avg=86957.58, stdev=113303.64

clat (msec): min=1, max=1063, avg=23.73, stdev=24.36

lat (msec): min=1, max=1552, avg=110.69, stdev=115.99

clat percentiles (usec):

| 1.00th=[ 1592], 5.00th=[ 3504], 10.00th=[ 7456], 20.00th=[10432],

| 30.00th=[12992], 40.00th=[16064], 50.00th=[19328], 60.00th=[22912],

| 70.00th=[28032], 80.00th=[34048], 90.00th=[43264], 95.00th=[55040],

| 99.00th=[86528], 99.50th=[101888], 99.90th=[216064], 99.95th=[246784],

| 99.99th=[1056768]

bw (KB /s): min= 2161, max=68776, per=3.84%, avg=19673.38, stdev=10392.27

write: io=13440MB, bw=398730KB/s, iops=97, runt= 34516msec

slat (usec): min=404, max=1522.5K, avg=128656.15, stdev=193442.37

clat (msec): min=1, max=1261, avg=32.25, stdev=68.96

lat (msec): min=2, max=1554, avg=160.91, stdev=211.14

clat percentiles (usec):

| 1.00th=[ 1704], 5.00th=[ 1912], 10.00th=[ 2352], 20.00th=[ 6048],

| 30.00th=[16768], 40.00th=[23680], 50.00th=[28288], 60.00th=[32128],

| 70.00th=[35584], 80.00th=[39168], 90.00th=[44800], 95.00th=[50432],

| 99.00th=[415744], 99.50th=[544768], 99.90th=[1236992], 99.95th=[1253376],

| 99.99th=[1253376]

bw (KB /s): min= 2210, max=44441, per=3.97%, avg=15818.67, stdev=8092.93

lat (msec) : 2=4.05%, 4=6.25%, 10=10.43%, 20=22.85%, 50=50.48%

lat (msec) : 100=5.07%, 250=0.39%, 500=0.21%, 750=0.20%, 2000=0.08%

cpu : usr=0.10%, sys=0.44%, ctx=21453, majf=0, minf=54

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=4320/w=3360/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

READ: io=17280MB, aggrb=512652KB/s, minb=512652KB/s, maxb=512652KB/s, mint=34516msec, maxt=34516msec

WRITE: io=13440MB, aggrb=398729KB/s, minb=398729KB/s, maxb=398729KB/s, mint=34516msec, maxt=34516msec

Disk stats (read/write):

nbd0: ios=138208/107507, merge=0/16, ticks=2145787/2611698, in\_queue=4757309, util=99.75%

**2.3.6 顺序读(block size 4k)**

//block size是4k, 30个线程并发，持续时间200s  
测试结果：30线程并发，带宽：231 MB/s 平均IOPS： 57839 耗时：0.518ms

fio -filename=/mnt/test/xxxxxx5 -direct=1 -iodepth 1 -thread -rw=read -ioengine=libaio -bs=4k -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=read, bs=4K-4K/4K-4K/4K-4K, ioengine=libaio, iodepth=1

...

fio-2.2.8

Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 30 (f=30): [R(30)] [100.0% done] [211.8MB/0KB/0KB /s] [54.3K/0/0 iops] [eta 00m:00s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=6145: Tue Jan 16 15:28:45 2018

read : io=30720MB, bw=231356KB/s, iops=57839, runt=135969msec

slat (usec): min=2, max=1476, avg= 5.39, stdev= 2.81

clat (usec): min=2, max=31844, avg=512.62, stdev=367.96

lat (usec): min=53, max=31848, avg=518.07, stdev=367.95

clat percentiles (usec):

| 1.00th=[ 346], 5.00th=[ 374], 10.00th=[ 394], 20.00th=[ 422],

| 30.00th=[ 446], 40.00th=[ 474], 50.00th=[ 498], 60.00th=[ 532],

| 70.00th=[ 556], 80.00th=[ 580], 90.00th=[ 620], 95.00th=[ 644],

| 99.00th=[ 780], 99.50th=[ 852], 99.90th=[ 1528], 99.95th=[ 1928],

| 99.99th=[24704]

bw (KB /s): min= 6376, max= 8792, per=3.34%, avg=7719.35, stdev=404.15

lat (usec) : 4=0.01%, 50=0.01%, 100=0.01%, 250=0.01%, 500=50.03%

lat (usec) : 750=48.60%, 1000=1.09%

lat (msec) : 2=0.23%, 4=0.01%, 10=0.01%, 20=0.01%, 50=0.02%

cpu : usr=0.23%, sys=1.65%, ctx=7865037, majf=0, minf=81

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=7864320/w=0/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

READ: io=30720MB, aggrb=231356KB/s, minb=231356KB/s, maxb=231356KB/s, mint=135969msec, maxt=135969msec

Disk stats (read/write):

nbd0: ios=7860030/37, merge=0/16, ticks=4014182/80, in\_queue=4012440, util=99.98%

**2.3.7 随机读(block size 4k)**

//block size是4k, 30个线程并发，持续时间200s  
测试结果：30线程并发，带宽：69 MB/s 平均IOPS： 17491 耗时：1.714ms

fio -filename=/mnt/test/xxxxxx6 -direct=1 -iodepth 1 -thread -rw=randread -ioengine=libaio -bs=4k -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=randread, bs=4K-4K/4K-4K/4K-4K, ioengine=libaio, iodepth=1

...

fio-2.2.8

Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 30 (f=30): [r(30)] [100.0% done] [81256KB/0KB/0KB /s] [20.4K/0/0 iops] [eta 00m:00s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=8166: Tue Jan 16 15:35:15 2018

read : io=13665MB, bw=69966KB/s, iops=17491, runt=200002msec

slat (usec): min=2, max=328, avg= 5.04, stdev= 2.22

clat (usec): min=37, max=2512.8K, avg=1709.01, stdev=15457.78

lat (usec): min=41, max=2512.8K, avg=1714.11, stdev=15457.78

clat percentiles (usec):

| 1.00th=[ 532], 5.00th=[ 1032], 10.00th=[ 1240], 20.00th=[ 1352],

| 30.00th=[ 1416], 40.00th=[ 1464], 50.00th=[ 1496], 60.00th=[ 1544],

| 70.00th=[ 1592], 80.00th=[ 1656], 90.00th=[ 1736], 95.00th=[ 1816],

| 99.00th=[ 2128], 99.50th=[ 4128], 99.90th=[17280], 99.95th=[29312],

| 99.99th=[765952]

bw (KB /s): min= 2, max= 3696, per=3.57%, avg=2494.55, stdev=507.53

lat (usec) : 50=0.02%, 100=0.05%, 250=0.01%, 500=0.57%, 750=1.72%

lat (usec) : 1000=2.09%

lat (msec) : 2=93.94%, 4=1.08%, 10=0.30%, 20=0.13%, 50=0.05%

lat (msec) : 100=0.01%, 250=0.01%, 500=0.01%, 750=0.01%, 1000=0.01%

lat (msec) : 2000=0.01%, >=2000=0.01%

cpu : usr=0.11%, sys=0.48%, ctx=3498696, majf=0, minf=85

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=3498327/w=0/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

READ: io=13665MB, aggrb=69965KB/s, minb=69965KB/s, maxb=69965KB/s, mint=200002msec, maxt=200002msec

Disk stats (read/write):

nbd0: ios=3498053/50, merge=0/16, ticks=5969304/9480, in\_queue=5978090, util=100.00%

**2.3.8 顺序写(block size 4k)**

//block size是4k, 30个线程并发，持续时间200s  
测试结果：30线程并发，带宽：51 MB/s 平均IOPS： 12991 耗时：2.308ms

fio -filename=/mnt/test/xxxxxx7 -direct=1 -iodepth 1 -thread -rw=write -ioengine=libaio -bs=4k -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=write, bs=4K-4K/4K-4K/4K-4K, ioengine=libaio, iodepth=1

...

fio-2.2.8

Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 30 (f=30): [W(30)] [100.0% done] [0KB/30488KB/0KB /s] [0/7622/0 iops] [eta 00m:00s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=11056: Tue Jan 16 15:45:24 2018

write: io=10150MB, bw=51965KB/s, iops=12991, runt=200003msec

slat (usec): min=3, max=4307, avg= 6.44, stdev=34.00

clat (usec): min=121, max=10589, avg=2302.09, stdev=1246.93

lat (usec): min=130, max=10596, avg=2308.58, stdev=1247.30

clat percentiles (usec):

| 1.00th=[ 486], 5.00th=[ 588], 10.00th=[ 692], 20.00th=[ 1032],

| 30.00th=[ 1368], 40.00th=[ 1752], 50.00th=[ 2160], 60.00th=[ 2608],

| 70.00th=[ 3088], 80.00th=[ 3568], 90.00th=[ 4128], 95.00th=[ 4448],

| 99.00th=[ 4768], 99.50th=[ 4896], 99.90th=[ 5152], 99.95th=[ 5920],

| 99.99th=[ 7328]

bw (KB /s): min= 842, max= 4464, per=3.34%, avg=1734.14, stdev=778.17

lat (usec) : 250=0.01%, 500=1.53%, 750=10.32%, 1000=7.19%

lat (msec) : 2=26.99%, 4=41.87%, 10=12.09%, 20=0.01%

cpu : usr=0.06%, sys=0.39%, ctx=2603560, majf=0, minf=55

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=0/w=2598273/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

WRITE: io=10150MB, aggrb=51964KB/s, minb=51964KB/s, maxb=51964KB/s, mint=200003msec, maxt=200003msec

Disk stats (read/write):

nbd0: ios=0/2595504, merge=0/109, ticks=0/5967580, in\_queue=5967134, util=99.99%

2.3.9 随机写(block size 4k)  
//block size是4k, 30个线程并发，持续时间200s  
测试结果：30线程并发，带宽：64 MB/s 平均IOPS： 16108 耗时：1.861ms

fio -filename=/mnt/test/xxxxxx8 -direct=1 -iodepth 1 -thread -rw=randwrite -ioengine=libaio -bs=4k -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=randwrite, bs=4K-4K/4K-4K/4K-4K, ioengine=libaio, iodepth=1

...

fio-2.2.8

Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 30 (f=30): [w(30)] [100.0% done] [0KB/63904KB/0KB /s] [0/15.1K/0 iops] [eta 00m:00s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=12970: Tue Jan 16 15:51:49 2018

write: io=12585MB, bw=64433KB/s, iops=16108, runt=200002msec

slat (usec): min=3, max=30770, avg= 9.15, stdev=162.50

clat (usec): min=71, max=237287, avg=1852.00, stdev=3475.88

lat (usec): min=96, max=237298, avg=1861.23, stdev=3483.81

clat percentiles (usec):

| 1.00th=[ 382], 5.00th=[ 548], 10.00th=[ 1400], 20.00th=[ 1608],

| 30.00th=[ 1704], 40.00th=[ 1784], 50.00th=[ 1832], 60.00th=[ 1896],

| 70.00th=[ 1960], 80.00th=[ 2024], 90.00th=[ 2128], 95.00th=[ 2224],

| 99.00th=[ 2448], 99.50th=[ 2576], 99.90th=[12992], 99.95th=[119296],

| 99.99th=[150528]

bw (KB /s): min= 1048, max= 3121, per=3.34%, avg=2151.39, stdev=252.21

lat (usec) : 100=0.01%, 250=0.01%, 500=3.60%, 750=3.56%, 1000=0.83%

lat (msec) : 2=67.91%, 4=23.94%, 10=0.05%, 20=0.01%, 50=0.02%

lat (msec) : 100=0.01%, 250=0.06%

cpu : usr=0.12%, sys=0.59%, ctx=3244801, majf=0, minf=43

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=0/w=3221693/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

WRITE: io=12585MB, aggrb=64433KB/s, minb=64433KB/s, maxb=64433KB/s, mint=200002msec, maxt=200002msec

Disk stats (read/write):

nbd0: ios=0/3220841, merge=0/13128, ticks=0/6009641, in\_queue=6008914, util=100.00%

**2.4.0 顺序读写(block size 4k)**

//block size是4k, 30个线程并发，持续时间200s  
测试结果：30线程并发  
读：（带宽：48 MB/s 平均IOPS： 12075 耗时：1.046ms）  
写：（带宽：48 MB/s 平均IOPS： 12069 耗时：1.437ms）

fio -filename=/mnt/test/xxxxxx9 -direct=1 -iodepth 1 -thread -rw=rw -ioengine=libaio -bs=4k -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=rw, bs=4K-4K/4K-4K/4K-4K, ioengine=libaio, iodepth=1

...
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Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 30 (f=30): [M(30)] [100.0% done] [45720KB/42072KB/0KB /s] [11.5K/10.6K/0 iops] [eta 00m:00s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=19624: Tue Jan 16 16:11:06 2018

read : io=9433.8MB, bw=48300KB/s, iops=12075, runt=200001msec

slat (usec): min=2, max=2412, avg= 5.37, stdev=12.36

clat (usec): min=5, max=287292, avg=1041.16, stdev=2820.85

lat (usec): min=72, max=287299, avg=1046.59, stdev=2820.94

clat percentiles (usec):

| 1.00th=[ 278], 5.00th=[ 362], 10.00th=[ 398], 20.00th=[ 454],

| 30.00th=[ 532], 40.00th=[ 636], 50.00th=[ 772], 60.00th=[ 948],

| 70.00th=[ 1176], 80.00th=[ 1480], 90.00th=[ 1960], 95.00th=[ 2384],

| 99.00th=[ 3344], 99.50th=[ 3792], 99.90th=[ 5216], 99.95th=[14016],

| 99.99th=[209920]

bw (KB /s): min= 45, max= 3800, per=3.34%, avg=1613.92, stdev=654.35

write: io=9429.4MB, bw=48278KB/s, iops=12069, runt=200001msec

slat (usec): min=3, max=2720, avg= 6.09, stdev=15.34

clat (usec): min=44, max=9849, avg=1431.03, stdev=946.09

lat (usec): min=51, max=9854, avg=1437.17, stdev=946.08

clat percentiles (usec):

| 1.00th=[ 161], 5.00th=[ 358], 10.00th=[ 462], 20.00th=[ 612],

| 30.00th=[ 780], 40.00th=[ 972], 50.00th=[ 1192], 60.00th=[ 1448],

| 70.00th=[ 1752], 80.00th=[ 2160], 90.00th=[ 2800], 95.00th=[ 3344],

| 99.00th=[ 4320], 99.50th=[ 4512], 99.90th=[ 4704], 99.95th=[ 4832],

| 99.99th=[ 4960]

bw (KB /s): min= 15, max= 3480, per=3.34%, avg=1612.75, stdev=639.39

lat (usec) : 10=0.01%, 50=0.01%, 100=0.17%, 250=1.26%, 500=18.03%

lat (usec) : 750=19.06%, 1000=13.40%

lat (msec) : 2=31.55%, 4=15.34%, 10=1.16%, 20=0.02%, 50=0.01%

lat (msec) : 250=0.01%, 500=0.01%

cpu : usr=0.11%, sys=0.69%, ctx=4830416, majf=0, minf=78

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=2415036/w=2413920/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

READ: io=9433.8MB, aggrb=48300KB/s, minb=48300KB/s, maxb=48300KB/s, mint=200001msec, maxt=200001msec

WRITE: io=9429.4MB, aggrb=48278KB/s, minb=48278KB/s, maxb=48278KB/s, mint=200001msec, maxt=200001msec

Disk stats (read/write):

nbd0: ios=2413583/2412391, merge=0/39, ticks=2508070/3446958, in\_queue=5954029, util=100.00%

**2.4.1 随机读写(block size 4k)**

//block size是4k, 30个线程并发，持续时间200s  
读：（带宽：29 MB/s 平均IOPS： 7347 耗时：2.919ms）  
写：（带宽：29 MB/s 平均IOPS： 7325 耗时：1.164ms）

fio -filename=/mnt/test/xxxxxx10 -direct=1 -iodepth 1 -thread -rw=randrw -ioengine=libaio -bs=4k -size=1G -numjobs=30 -runtime=200 -group\_reporting -name=read-libaio

read-libaio: (g=0): rw=randrw, bs=4K-4K/4K-4K/4K-4K, ioengine=libaio, iodepth=1

...
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Starting 30 threads

read-libaio: Laying out IO file(s) (1 file(s) / 1024MB)

Jobs: 30 (f=30): [m(30)] [100.0% done] [34044KB/33808KB/0KB /s] [8511/8452/0 iops] [eta 00m:00s]

read-libaio: (groupid=0, jobs=30): err= 0: pid=21889: Tue Jan 16 16:19:14 2018

read : io=5740.4MB, bw=29390KB/s, iops=7347, runt=200003msec

slat (usec): min=2, max=1655, avg= 6.17, stdev= 9.07

clat (usec): min=35, max=1221.7K, avg=2912.79, stdev=14872.43

lat (usec): min=39, max=1221.7K, avg=2919.05, stdev=14872.92

clat percentiles (usec):

| 1.00th=[ 370], 5.00th=[ 516], 10.00th=[ 740], 20.00th=[ 1192],

| 30.00th=[ 1496], 40.00th=[ 1752], 50.00th=[ 1880], 60.00th=[ 1976],

| 70.00th=[ 2064], 80.00th=[ 2192], 90.00th=[ 2448], 95.00th=[ 4192],

| 99.00th=[20608], 99.50th=[42752], 99.90th=[214016], 99.95th=[305152],

| 99.99th=[593920]

bw (KB /s): min= 5, max= 2424, per=3.40%, avg=1000.66, stdev=276.02

write: io=5722.9MB, bw=29301KB/s, iops=7325, runt=200003msec

slat (usec): min=3, max=1660, avg= 6.93, stdev= 9.13

clat (usec): min=37, max=161642, avg=1157.90, stdev=2459.66

lat (usec): min=42, max=162186, avg=1164.92, stdev=2461.31

clat percentiles (usec):

| 1.00th=[ 54], 5.00th=[ 69], 10.00th=[ 151], 20.00th=[ 540],

| 30.00th=[ 860], 40.00th=[ 1176], 50.00th=[ 1336], 60.00th=[ 1416],

| 70.00th=[ 1496], 80.00th=[ 1576], 90.00th=[ 1672], 95.00th=[ 1736],

| 99.00th=[ 1896], 99.50th=[ 1944], 99.90th=[ 2160], 99.95th=[ 4256],

| 99.99th=[146432]

bw (KB /s): min= 4, max= 2235, per=3.40%, avg=997.39, stdev=278.86

lat (usec) : 50=0.16%, 100=3.53%, 250=3.21%, 500=4.87%, 750=6.24%

lat (usec) : 1000=6.61%

lat (msec) : 2=56.37%, 4=16.42%, 10=1.35%, 20=0.70%, 50=0.30%

lat (msec) : 100=0.08%, 250=0.12%, 500=0.03%, 750=0.01%, 1000=0.01%

lat (msec) : 2000=0.01%

cpu : usr=0.12%, sys=0.47%, ctx=2935214, majf=0, minf=37

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%

submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

issued : total=r=1469532/w=1465052/d=0, short=r=0/w=0/d=0, drop=r=0/w=0/d=0

latency : target=0, window=0, percentile=100.00%, depth=1

Run status group 0 (all jobs):

READ: io=5740.4MB, aggrb=29390KB/s, minb=29390KB/s, maxb=29390KB/s, mint=200003msec, maxt=200003msec

WRITE: io=5722.9MB, aggrb=29300KB/s, minb=29300KB/s, maxb=29300KB/s, mint=200003msec, maxt=200003msec

Disk stats (read/write):

nbd0: ios=1467674/1463306, merge=0/53, ticks=4274517/1703752, in\_queue=5977476, util=100.00%

**三、 总结**

**3.1 测试工具小结**

| **工具** | **用途** | **语法** | **说明** |
| --- | --- | --- | --- |
| rados bench | RADOS 性能测试工具 | rados bench -p <pool\_name> <seconds> <write,seq,rand> -b <block size> -t --no-cleanup | Ceph 自带的 RADOS 性能测试工具 |
| rbd bench-write | ceph 自带的 rbd 性能测试工具 | rbd bench-write <RBD image name> --io-size：单位 byte，默认 4M --io-threads：线程数，默认 16 --io-total：总写入字节，默认 1024M --io-pattern <seq,rand>：写模式，默认为 seq 即顺序写 | 只能对块设备做写测试 |
| fio + libaio | fio 结合IO 引擎的性能测试工具测试rbd | 参考 fio --help | 1. Linux 平台上做 IO 性能测试的瑞士军刀 2. 可以对使用内核内 rbd 和用户空间 librados 进行比较 3. 标准规则 - 顺序和随机 IO 4. 块大小 - 4k，16k，64k，256k 5. 模式 - 读和写 6. 支持混合模式 |

**3.2 测试结果比较**

**3.2.1 rados bench测试结果**

| **客户端数** | **并发数** | **块大小** | **写测试** | **顺序读** | **随机读** |
| --- | --- | --- | --- | --- | --- |
| 单个客户端 | 30 | 4M | 带宽：1119.68 MB/s  平均IOPS：279  平均耗时：0.107s | 带宽：1121.07 MB/s 平均IOPS：280 平均耗时：0.106s | 带宽：1109.64 MB/s  平均IOPS：279  平均耗时：0.106s |
| 两个客户端 | 30/个 | 4M | 带宽：1630.81MB/s  平均IOPS：406  平均耗时：0.293s | 带宽：2238.71MB/s  平均IOPS：558  平均耗时：0.212s | 带宽：2237.01MB/s  平均IOPS：558  平均耗时：0.212s |

**3.2.2 rbd测试结果**

| **客户端数** | **并发数** | **块大小** | **顺序读写** | **随机读写** |
| --- | --- | --- | --- | --- |
| 单个客户端 | 30 | 4k | 带宽：297 MB/s  平均IOPS：72681.76 | 带宽：36 MB/s  平均IOPS：8925.40 |
| 单个客户端 | 30 | 4M | 带宽：844MB/s  平均IOPS：206.16 | 带宽：860 MB/s 平均IOPS： 210.18 |