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# **1 绪论**

## 项目背景与意义

手势作为一种新型的交互手段可以实际应用于一些具有交互性质的场景，例如：文化遗址、博物馆等等。传统的展馆多数是以图片和文字作为交互的载体，能够传达给的信息十分有限。可能由于时代或环境因素，人们无法体会到图片和文字信息背后所包含的内容，而手势作为一种新型的交互工具，可以很大程度地弥补图片和文字的不足。随着技术的发展以及人们对于信息获取需求的不断多样化，基于AR、VR的交互式体验逐渐开始流行起来。

而交互最大的难点就在于姿态估计，所以如何提升手部信息的精准性能够大幅提高交互式体验在实际场景的可行性。在现有的体感交互设备中，大多都是专业且昂贵的动作捕捉设备，可以通过识别人体动作、手势等信息，实现对计算机的控制，从而实现更加自然、只管的人机交互方式，通常需要在手部绑定特定的传感器来识别手势。而神经网络依靠训练数据来不断学习和随时间推移提高自身精度。因而可以做到无需专业设备，通过训练得出的网络来估计手势姿态，大大降低了交互成本，同时还具有较高的泛用性。

虚拟手部生成数据集的方法能够快速、高效地获取到大量的手部数据，避免了复杂的专业设备的使用。这些虚拟空间手部数据同样具有有效的手部信息，能够快速地在虚拟空间中生成想要的数据集，避免了现实数据采集的限制和约束。

## 1.2 研究与产业现状

### **1.2.1 研究现状**

随着深度学习、神经网络和图像处理的不断发展，近年来，计算机视觉领域出现许多优秀的算法架构，使得计算机视觉技术正在广泛被使用，从自动驾驶汽车到医疗保健再到安全系统，计算机能够做一些更为精准的数据预测与数据增强。

**卷积神经网络。**卷积神经网络避免了对图像的复杂前期预处理，可以直接输入原始图像。Alex Krizhevsky、Hinton等人在2012年提出的AlexNet[1], 首次提出了Relu激活函数以及最大化池。相比于Sigmoid激活函数，训练效率成倍提升，从而获得了当时ImageNet[2]竞赛冠军。Kaiming He等人于2015年提出的Resnet[3], 解决了深度神经网络的“退化”问题，即使用浅层直接堆叠成深层网络，不仅难以利用深层网络强大的特征提取能力，而且准确率会下降。由于Resnet[3]的泛用性较高，因此许多数据增强模型会优先选择Resnet作为预训练模型，减少大量的训练资源和时间。

**对比学习**。对比学习是无监督学习中的重要分支。采用监督学习方法训练神经网络，需要采集大规模的数据集，但是数据集收集的成本非常高，例如用于深度卷积神经网络训练的ImageNet数据集中包含约130万张标签图像，人工标记这些图像需要花费大量的时间。 用于训练 卷积神经网络进行视频动作识别的Kinetics数据集中包含50万个视频，且每个视频持续时间约10s，这需要花费更长的时间对数据集进行注释。无监督学习孕育而生，解决了训练的数据集问题。在2019年MoCo[4]的提出使得原先不被看好的无监督对比学习一下子成为了最热门的研究方向之一。MoCo模型无需提前标注数据集的正确语义信息，计算机只需要区别数据之间的是否类似，从而开拓了对比学习模型。在之后的2020年，随着SimCLR[5]、SWaV[6]更多的框架被提出，人们发现无监督对比学习是可行且高效的，相比于原先的有监督学习需要大规模的数据集以及非常耗时的数据集标注来说，无监督学习就很好的避免了这些缺点，通过学习数据中的语义信息、特征信息来不断学习，从而应用在下游的任务中。

### 1.2.2 产业现状

由于计算机视觉现阶段主要还停留在科研阶段，实际实质化产出内容较少，因此存在一个巨大的市场缺口。实际场景中许多地方都需要使用计算机视觉相关的技术，例如：工业领域、医疗诊断、图像识别等等。在人脸识别领域，通过计算机进行支付验证、人脸跟踪的技术已经相对成熟。在自然语言处理领域，由于gpt-3[7]的出现，基于深度学习的大模型基本已经能够与人正常交流，并开始逐步进入了市场应用，被人们广泛使用。现今随着类似于gpt-3[7]的大模型越来越流行，未来会有更多领域使用大模型的方法进行训练和测试，其中也包括计算机视觉。但是由于手势的复杂性导致目前暂时没有一个非常优秀的网络模型来解决姿态估计的问题，因此整个手势识别领域现阶段还只是处于研究阶段。

### 1.2.3 现状分析与项目目标

近年来，在学术领域提出的许多前瞻性的新方法，造就了计算机视觉的飞速发展，但是由于多数模型的研究都只停留在理论层面的结论，没有考虑在实际场景中的应用，从而导致缺少与工程领域的对接，需要做大量的修改才能满足工程上的需求。因此我们的方法是在前人的基础上进行重构，使用其模型的核心思想：整个神经网络模型，然后将整个模型进行封装，从而能够应用到实际场景中。

本项目的目标是构造一个面向实际场景的应用。首先需要建立数据集生成模型，该模型使用骨骼动画化驱动虚拟手渲染生成数据集并且针对神经网络模型的输入要求批量采集数据。基于如上数据集，交由手部-物体姿态估计算法模型进行训练，然后封装成一个手部姿态估计工具。最后应用于下游的实际应用中，根据输入的手势数据在应用的虚拟场景中实时显示和交互。

## 1.3 文章结构

本文总共分为六个章节

第一章：绪论。

第二章：关键问题分析与解决

第三章：神经网络模型设计

第四章：模块设计

第五章：实验对比与分析

第六章：总结与展望
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