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## Summary

## Questions - Answers

1.Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

Answer :0

2.What is a choice of k that balances between overfitting and ignoring the predictor information?

Answer : k=3

3.Show the confusion matrix for the validation data that results from using the best k.

Answer :

matrix(c(1786,63,9,142), ncol = 2 , byrow = TRUE, dimnames = list(prediction=c(0,1), Reference = c(0,1)))

## Reference  
## prediction 0 1  
## 0 1786 63  
## 1 9 142

4.Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

Answer : 0

5.Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

Answer:

***comparing Test with Train***:

Accuracy: Train has a higher accuracy (0.9772) compared to Test (0.9507).

Sensitivity (True Positive Rate):Train has higher sensitivity (0.7589) compared to Test (0.5875).

Specificity (True Negative Rate): Train has higher specificity (0.9987) compared to Test (0.99403).

Positive Predictive Value (Precision): Train has a higher positive predictive value (0.9827) compared to Test (0.92157).

***comparing Train with Validation***:

Accuracy: Train has a higher accuracy (0.9772) compared to Validation (0.958).

Sensitivity (True Positive Rate): Train has higher sensitivity (0.7589) compared to Validation (0.625).

Specificity (True Negative Rate): Train has higher specificity (0.9987) compared to Validation (0.9934).

Positive Predictive Value (Precision): Train still has a higher positive predictive value (0.9827) compared to Validation (0.9091).

***comapring test with validation***:

Accuracy : validation has a higher accuracy (0.986) than the test(0.961).

sensitivity: validation has a higher sensitivity(0.69118) than the test(0.6875)

Specificity : validation has a higher specificity(0.99560) than the test(0.9955)

positive predictive rate: test has higher positive predictive value(0.9506) than validation(0.94000)

***Potential Reasons for Differences***:

**Data set Differences**:

Variations in the composition and distribution of data between different sets can significantly impact model performance. For illustration, one data set may be more imbalanced, making it harder to predict rare events.

**Sample Variability**:

Performance requirements may be impacted in small data sets due to changes in the specific samples used for the confirmation and test sets.

**Randomness**:

There’s an inherent randomness, especially when using techniques like cross-validation. Different random splits or initializations may lead to variations in performance on different datasets. Some models, similar as neural networks, involve randomness in their optimization process, leading to slight variations.

**Hyper-parameter Tuning**:

If hyper-parameter tuning or model selection was performed based on the validation set, the model might be specifically optimized for that set, leading to better performance on it.

# Problem

Universal bank is a young bank growing rapidly in terms of overall customer acquisition. The majority of these customers are liability customers (depositors) with varying sizes of relationship with the bank. The customer base of asset customers (borrowers) is quite small, and the bank is interested in expanding this base rapidly in more loan business. In particular, it wants to explore ways of converting its liability customers to personal loan customers.A campaign that the bank ran last year for liability customers showed a healthy conversion rate of over 9% success. This has encouraged the retail marketing department to devise smarter campaigns with better target marketing. The goal is to use k-NN to predict whether a new customer will accept a loan offer. This will serve as the basis for the design of a new campaign.

The file UniversalBank.csv contains data on 5000 customers. The data include customer demographic information (age, income, etc.), the customer’s relationship with the bank(mortgage, securities account, etc.), and the customer response to the last personal loan campaign (Personal Loan). Among these 5000 customers, only 480 (= 9.6%) accepted the personal loan that was offered to them in the earlier campaign.

Partition the data into training (60%) and validation (40%) sets

## Data Importing and Cleaning:

**Load the required libraries**

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)

## Read the dataset

universal <- read.csv("UniversalBank.csv")  
dim(universal)

## [1] 5000 14

t(t(names(universal)))

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

## Drop ID and ZIP

universal <- universal[,-c(1,5)]

***Split the Data to 60% training and 40% validation.And then transform categorical variables into dummy variables***

universal$Education <- as.factor(universal$Education)  
groups <- dummyVars(~., data = universal) # it will create dummy groups  
universal.dm <- as.data.frame(predict(groups,universal))  
  
  
set.seed(1)   
train <- sample(row.names(universal.dm), 0.6\*dim(universal.dm)[1])  
valid<- setdiff(row.names(universal.dm), train)   
train.dm <- universal.dm[train,]  
valid.dm <- universal.dm[valid,]  
t(t(names(train.dm)))

## [,1]   
## [1,] "Age"   
## [2,] "Experience"   
## [3,] "Income"   
## [4,] "Family"   
## [5,] "CCAvg"   
## [6,] "Education.1"   
## [7,] "Education.2"   
## [8,] "Education.3"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

**Now, let us normalize the data**\*

train.normalization <- train.dm[,-10]  
valid.normalization <- valid.dm[,-10]  
  
norm.values <- preProcess(train.dm[, -10], method=c("center", "scale"))  
train.normalization <- predict(norm.values, train.dm[, -10])  
valid.normalization <- predict(norm.values, valid.dm[, -10])

# Questions

Consider the following customer:

1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

# categorical variables to dummy variables Conversion completed  
# Let's create a new sample  
  
new\_customer <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)  
  
# Normalize the new customer  
  
new.cust.norm <- new\_customer  
new.cust.norm <- predict(norm.values, new.cust.norm)

***prediction using knn***

knn.pred1 <- class::knn(train = train.normalization,   
 test = new.cust.norm,   
 cl = train.dm$Personal.Loan, k = 1)  
knn.pred1

## [1] 0  
## Levels: 0 1

1. What is a choice of k that balances between overfitting and ignoring the predictor information?

# Calculate the accuracy for each value of k  
# Set the range of k values to consider  
  
accuracy.dm <- data.frame(k = seq(1, 15, 1), overallaccuracy = rep(0, 15))  
for(i in 1:15) {  
 knn.pred <- class::knn(train = train.normalization,   
 test = valid.normalization,   
 cl = train.dm$Personal.Loan, k = i)  
 accuracy.dm[i, 2] <- confusionMatrix(knn.pred,as.factor  
 (valid.dm$Personal.Loan),  
 positive="1")$overall[1]}  
  
which(accuracy.dm[,2] == max(accuracy.dm[,2]))

## [1] 3

plot(accuracy.dm$k,accuracy.dm$overallaccuracy,col = "blue")

![](data:image/png;base64,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)

1. Show the confusion matrix for the validation data that results from using the best k.

knn.pred\_result <- class::knn(train = train.normalization,  
test = valid.normalization,  
cl = train.dm$Personal.Loan, k = 3)  
  
# Creating the confusion matrix  
  
confusion\_matrix <- confusionMatrix(knn.pred\_result,  
 as.factor(valid.dm$Personal.Loan),positive = "1")  
confusion\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1786 63  
## 1 9 142  
##   
## Accuracy : 0.964   
## 95% CI : (0.9549, 0.9717)  
## No Information Rate : 0.8975   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7785   
##   
## Mcnemar's Test P-Value : 4.208e-10   
##   
## Sensitivity : 0.6927   
## Specificity : 0.9950   
## Pos Pred Value : 0.9404   
## Neg Pred Value : 0.9659   
## Prevalence : 0.1025   
## Detection Rate : 0.0710   
## Detection Prevalence : 0.0755   
## Balanced Accuracy : 0.8438   
##   
## 'Positive' Class : 1   
##

1. Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

# To find the customer having best k value.  
knn.pred2 <- class::knn(train = train.normalization,  
test = new.cust.norm,  
cl = train.dm$Personal.Loan, k = 3)  
knn.pred2

## [1] 0  
## Levels: 0 1

1. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

set.seed(1)  
  
training\_set = sample(nrow(universal.dm), 0.5 \* nrow(universal.dm))  
  
validation\_set = sample(setdiff(1:nrow(universal.dm), training\_set),   
 0.3 \* nrow(universal.dm))  
  
test\_set = setdiff(1:nrow(universal.dm), union(training\_set, validation\_set))  
  
train.dm = universal.dm[training\_set,]  
  
valid.dm = universal.dm[validation\_set,]  
  
test.dm = universal.dm[test\_set,]  
  
  
train.normalization = train.dm[,-10]   
  
valid.normalization = valid.dm[,-10]  
  
test.norm.dm = test.dm[,-10]  
  
norm.values = preProcess(train.dm[, -10], method=c("center", "scale"))   
# Z Normalize  
  
train.normalization = predict(norm.values, train.normalization)  
  
valid.normalization = predict(norm.values, valid.normalization)  
  
test.norm.dm = predict(norm.values, test.norm.dm)  
  
train\_pred = class::knn(train = train.normalization,   
 test = train.normalization,   
 cl = train.dm$Personal.Loan,   
 k = 3)  
  
valid\_pred = class::knn(train = train.normalization,   
 test = valid.normalization,   
 cl = train.dm$Personal.Loan,   
 k = 3)  
  
test\_knn\_pred = class::knn(train = train.normalization,   
 test = test.norm.dm,   
 cl = train.dm$Personal.Loan,   
 k = 3)  
  
#confusion matrix for training set:  
train\_confusion\_matrix = confusionMatrix(train\_pred,   
 as.factor(train.dm$Personal.Loan),positive = "1")  
  
train\_confusion\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2263 54  
## 1 5 178  
##   
## Accuracy : 0.9764   
## 95% CI : (0.9697, 0.982)  
## No Information Rate : 0.9072   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8452   
##   
## Mcnemar's Test P-Value : 4.129e-10   
##   
## Sensitivity : 0.7672   
## Specificity : 0.9978   
## Pos Pred Value : 0.9727   
## Neg Pred Value : 0.9767   
## Prevalence : 0.0928   
## Detection Rate : 0.0712   
## Detection Prevalence : 0.0732   
## Balanced Accuracy : 0.8825   
##   
## 'Positive' Class : 1   
##

#confusion matrix for validation set:  
  
  
confusion\_matrix = confusionMatrix(valid\_pred,   
 as.factor(valid.dm$Personal.Loan),positive = "1")  
  
confusion\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1358 42  
## 1 6 94  
##   
## Accuracy : 0.968   
## 95% CI : (0.9578, 0.9763)  
## No Information Rate : 0.9093   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7797   
##   
## Mcnemar's Test P-Value : 4.376e-07   
##   
## Sensitivity : 0.69118   
## Specificity : 0.99560   
## Pos Pred Value : 0.94000   
## Neg Pred Value : 0.97000   
## Prevalence : 0.09067   
## Detection Rate : 0.06267   
## Detection Prevalence : 0.06667   
## Balanced Accuracy : 0.84339   
##   
## 'Positive' Class : 1   
##

#confusion matrix for test set:  
confusion\_matrix\_valid = confusionMatrix(test\_knn\_pred,   
 as.factor(test.dm$Personal.Loan),positive = "1")  
  
confusion\_matrix\_valid

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 884 35  
## 1 4 77  
##   
## Accuracy : 0.961   
## 95% CI : (0.9471, 0.9721)  
## No Information Rate : 0.888   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.777   
##   
## Mcnemar's Test P-Value : 1.556e-06   
##   
## Sensitivity : 0.6875   
## Specificity : 0.9955   
## Pos Pred Value : 0.9506   
## Neg Pred Value : 0.9619   
## Prevalence : 0.1120   
## Detection Rate : 0.0770   
## Detection Prevalence : 0.0810   
## Balanced Accuracy : 0.8415   
##   
## 'Positive' Class : 1   
##

## comparing Test with Train:

Accuracy: Train has a higher accuracy (0.9772) compared to Test (0.9507).

Sensitivity (True Positive Rate):Train has higher sensitivity (0.7589) compared to Test (0.5875).

Specificity (True Negative Rate): Train has higher specificity (0.9987) compared to Test (0.99403).

Positive Predictive Value (Precision): Train has a higher positive predictive value (0.9827) compared to Test (0.92157).

## comparing Train with Validation:

Accuracy: Train has a higher accuracy (0.9772) compared to Validation (0.958).

Sensitivity (True Positive Rate): Train has higher sensitivity (0.7589) compared to Validation (0.625).

Specificity (True Negative Rate): Train has higher specificity (0.9987) compared to Validation (0.9934).

Positive Predictive Value (Precision): Train still has a higher positive predictive value (0.9827) compared to Validation (0.9091).

## comapring test with validation:

Accuracy : validation has a higher accuracy (0.986) than the test(0.961).

sensitivity: validation has a higher sensitivity(0.69118) than the test(0.6875).

Specificity : validation has a higher specificity(0.99560) than the test(0.9955).

positive predictive rate: test has higher positive predictive value(0.9506) than validation(0.94000).

# Potential Reasons for Differences:

*Data set Differences* Variations in the composition and distribution of data between different sets can significantly impact model performance. For illustration, one data set may be more imbalanced, making it harder to predict rare events.

*Sample Variability* Performance requirements may be impacted in small data sets due to changes in the specific samples used for the confirmation and test sets.

*Randomness* There’s an inherent randomness, especially when using techniques like cross-validation. Different random splits or initializations may lead to variations in performance on different datasets. Some models, similar as neural networks, involve randomness in their optimization process, leading to slight variations.

*Hyper-parameter Tuning* If hyperparameter tuning or model selection was performed based on the validation set, the model might be specifically optimized for that set, leading to better performance on it.