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Цель работы

Научиться создавать программы с использованием многопоточных технологий. Познакомиться с работой библиотек pthread и OpenMP для языка C++. Проанализировать прирост производительности при использовании многопоточных библиотек.

Постановка задачи

Задача: Определить вероятность появления 3-грамм в тексте на русском языке.

Решить следующую задачу тремя способами:

1. Однопоточной программой.
2. Программой с использованием библиотеки pthread.
3. Программой с использованием библиотеки OpenMP.

Обзор задачи

Процессор Intel(R) Core(TM) i5-2450M CPU @ 2.50GHz, 2501 МГц, ядер: 2, логических процессоров: 4 (*hyper-threading*)

## ***Определители n-го порядка.***

[Определителем](http://sernam.ru/book_e_math.php?id=96) или детерминантом n-го порядка называется число записываемое в виде

![http://sernam.ru/htm/lect_math1/math_4.files/image001.gif](data:image/gif;base64,R0lGODlhoQBjAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAIABACcAFsAgAAAAAAAAAL/hI+py+1vApy0Wiuv3jPzD35eSGpjiabIqbYK68YbLLd0jT93Tu78f/ABZ4mARDh8HTFJ1ShjbFagyKAU5cleO1bmNgRdRYpfwLOrK4PCkeOzKstSuWoOO7oUf+fsdJ1ohtc3BmiGRmHkhhYVqPd3sXMCl3SWR/joxSCJ6dhoeMgJEUkW+nl5VkqnSRqqdfma2nCTGMSISWtqaxory2vj6zAJ7Df8UlwifHvcs8zaXPic/Ay6LD2922w9ra3GnX2NDa4aLQ4J7l19vmJZimd+7arLOZdJnhvrWv+NGsjfxI8rmDo5p9psIXhPILxP7hyhs2Nwk0Jka8zRkpfwXcYO/4KMebL1EJZGRKI6KbNiKWQ4fSWJrazzpiA1ljQnrjL5R+JGbjxHesz36M4hLdp61uzHKCDMRH1AohRR8Wi5BUSh1nrpccpUrRtrMZUXr8qbrzq3+gHqBa0nZ+PM9iqr1d+gmTbdroKLlCkZhDhfkQVrNw1eLnw+9utbN3CRvxhLXowXTphKYCpHHWbbUjHVFJbZiXSpGTE0UmH8tQ39GaKmlJhBo8ZqIirX13SHTfZ1e0hufOpo16bs+zfu4KltE4c9nJXaTMuZ0939A3q73sGl57A+j7pv7DW4B9VO23sM8TDBvyb/izh6J8fXc25vHrV7LPAXqo8fej7F+/ara2NvmAqAJPVHz3RrDbiNTDdd0Vxix7Azi36mnfZgLpZJwdds5BSW1Fy6RfSRImvpx8xjT3moSoNUdTRGHkuomNxqhJAoI0NN4ScTjZvNuAiO+eionILI8TLLVUp1Y+RVxQGnXgEAOw==)(0)

и вычисляемым по данным числам ![http://sernam.ru/htm/lect_math1/math_4.files/image002.gif](data:image/gif;base64,R0lGODlhFwAYAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAIACQASAAsAgAAAAAAAAAIkhBOQxs2LnFRvxtMW3vToDCrJqJFIdHXUZz3ppI4wB6nOVQIFADs=) (действительным или комплексным) — элементам [определителя](http://sernam.ru/book_e_math.php?id=96) – по следующему  закону: ![http://sernam.ru/htm/lect_math1/math_4.files/image003.gif](data:image/gif;base64,R0lGODlhDwARAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAMAAwAJAAsAgAAAAAAAAAIUhBGnuJa5XpMKsmNzdPtiFIRiWAAAOw==)есть сумма

![http://sernam.ru/htm/lect_math1/math_4.files/image004.gif](data:image/gif;base64,R0lGODlhuQArAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAIABACzACMAgwAAAAAAAAYFBQoICQgHBwsJCgMDAwUEBAsKCgkHCAcGBgwKCwkICAECAwECAwECAwT/EMhJq704681lsF8njmRpnmi6hR4IsGosz3TdwbBr73zva4HgJ/fC/Y7IjkDIbAZ7LOKLIk1aOdXRcpBZXrKVUC76pV7PI7CIECBgCkS159makHV1tB4zlLHdZWZpgkZhhnuIhnIdAwECNySFdFOHdomXLYuMjislY4GWoSB9Jk+aKKalolROagUGBwgZp3m1hJS4h5ODRT9itHnAGggBBbOsTpW2ZpNVd6fPuzJ3kcoqCVzH1YIqRtLL3qvikOPWuedFyRoDgNq85Z52YiJRnzP1qtwpCApY8fqo5kwZI+VXLoInDA5RGKeVsAoCFpC70eyeqXnm0vUql4XawoWWnkg9NKHA2MR8UPDQA2WxzkgS2DIsMJDRny8d31QSeikK4w92Ghj0q+nOh71lupKi20aJZwd+MhkESICJYiGk8oRY44mPoY0DDptkq/oPq014KbrWUBC2iUmyK68OkjsNl0+4eMMcTROORsWleQMj66Y15UbBiBMrXsy4sePHi51Cnky5smUski9rTri585nMnkMDEU2aB+jSqA+nphwBADs=), (1)

Для вычисления определителя воспользуемся его свойством:

Вычеркнем из определителя (9) ![http://sernam.ru/htm/lect_math1/math_4.files/image006.gif](data:image/gif;base64,R0lGODlhDQAPAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAIABAAHAAcAgAAAAAAAAAINRAKGxnuJHpsttaVAAQA7)-го порядка ![http://sernam.ru/htm/lect_math1/math_4.files/image026.gif](data:image/gif;base64,R0lGODlhCQARAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAIAAwADAAoAgAAAAAAAAAIJBGJ5geePIgMFADs=)-ю строку и ![http://sernam.ru/htm/lect_math1/math_4.files/image022.gif](data:image/gif;base64,R0lGODlhDQATAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAIABAAIAAsAgAAAAAAAAAISBBKmlst+YEToNetojuqm3zUFADs=)-й столбец. Оставшееся выражение порождает [определитель](http://sernam.ru/book_e_math.php?id=96) ![http://sernam.ru/htm/lect_math1/math_4.files/image027.gif](data:image/gif;base64,R0lGODlhLAAbAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAMABQAmABIAgwAAAAAAAAsJCgoICQcGBwkHCAkICAcGBgsKCgwKCwECAwECAwECAwECAwECAwECAwRnEMghq704V2q5/uC2CWFpBZZAAoRpBvDVCoXropZBr3aIV7QD4hIDFG0/SeKQrKCePSPmeML9YFjsdNo0WqNSYvcKHgtPzjDysizw1NQXdWcA9waklt1VA6j2JQkeHoAahACHhSISEQA7)-го порядка ![http://sernam.ru/htm/lect_math1/math_4.files/image028.gif](data:image/gif;base64,R0lGODlhHwAYAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAMABQAYAA8AgAAAAAAAAAI4hBOmh+vbYHoURHUrtlK/NHGhd3Dm6E2q+aHrCm2xFaLyHY0XiPQgs9vYSLUMqVQaamrJIwPJKQAAOw==), называемый минором элемента ![http://sernam.ru/htm/lect_math1/math_4.files/image002.gif](data:image/gif;base64,R0lGODlhFwAYAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAIACQASAAsAgAAAAAAAAAIkhBOQxs2LnFRvxtMW3vToDCrJqJFIdHXUZz3ppI4wB6nOVQIFADs=). Величина же

![http://sernam.ru/htm/lect_math1/math_4.files/image029.gif](data:image/gif;base64,R0lGODlhdQAfAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAMABABvABcAgwAAAAAAAAoICQsJCgcGBwkHCAkICAcGBgsKCgwKCwECAwECAwECAwECAwECAwECAwTzEMhJq704671D4GAojmRnlmiqrtJHuWwss14Ft4B3z3yf7cCcb8gRlIyvlk6n3BGfEuQxSZ18nFDsSjAQ3QZdoY16xdQsTK9WRQilJ+1c0Er/Addm8WxQGO0MYTNnVngXZTwFgSA7fDyHSiQuhSQHCH4VCQeOeo9uOG5Lb59eaJuSo4tLL5Mad6E3TqyLn52rpXWnKrJ1VTQ4ubyxvXivg6izYzKSMFrCq6eiIpWXFJnKhKiDV69NZ7UjiWpffTRMy9p0k+cqAwZbilCj0Ya/K3Ep5PFV38nQKWApEkjRx6memUe7LgwcsVCfN14Eo0yJCCICADs=)(2)

называется алгебраическим дополнением или адъюнктом элемента![http://sernam.ru/htm/lect_math1/math_4.files/image002.gif](data:image/gif;base64,R0lGODlhFwAYAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAIACQASAAsAgAAAAAAAAAIkhBOQxs2LnFRvxtMW3vToDCrJqJFIdHXUZz3ppI4wB6nOVQIFADs=).

Свойство: Сумма произведений элементов ![http://sernam.ru/htm/lect_math1/math_4.files/image002.gif](data:image/gif;base64,R0lGODlhFwAYAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAIACQASAAsAgAAAAAAAAAIkhBOQxs2LnFRvxtMW3vToDCrJqJFIdHXUZz3ppI4wB6nOVQIFADs=)  некоторой строки (столбца) [определителя](http://sernam.ru/book_e_math.php?id=96) на [алгебраические дополнения](http://stu.sernam.ru/book_algebra.php?id=134) этих элементов равна величине определителя:

![http://sernam.ru/htm/lect_math1/math_4.files/image030.gif](data:image/gif;base64,R0lGODlhvwA1AHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAIABwC4ACoAgwAAAAAAAAYFBQoICQgHBwsJCgMDAwUEBAsKCgkHCAcGBgwKCwkICAECAwECAwECAwT/EMhJq701BKmx/2AojmRpnqi5rWnrvnAsnx2wzXiu77w93b2gcEj0cYrIpLIFrC2f0Kh0Sq1ar9isdsvter/gMFigKZvP4nSUPPCQ1XAVjBAgYArAXP65R/Vlf38ndHYXgi9OfD9+iXoZRi8DAQJFLFCHcj15ljCSlEOcS5glo4gUoS8FBgcIIh2lj5BKTY2kMTWJN02GZ7UWCAEFIbqwp0eKxhm9gYA+m8eyLwltILvKHminxaaLTIC6xnvbHwOFH8/dgujWQugp49jg4bHavR8ICq4/fYfu0O3JlNmzAA8DuyPiYAhYoM8GC1wO/UVcVCbIroLdXFyst8yFAmGujl5ZC2WGQ0mERIgxEZmRnRNaAXFM87DAQMOKDSeC0jEOFkYQ5T4wyDcMZU5UmnD0zDkDH00GARIUNYKUHrifmbZg/XBgWS9q5ziVgvgvThcFXnuBNMu2rdu3cOPKnUu3rl1NY+/qrVZt6944Pv8KDuer7GC9YrP5PRwGJzbGghOfXAy5y9XHle8eFJj5SgQAOw==),(3)

Будем вычислять определитель матрицы 10-ого порядка и за файла data.txt и для каждого алгоритма вычислим время выполнения вычисления такого определителя для дальнейшего сравнения между собой.

data.txt

|  |
| --- |
| 10  6 9 8 7 9 2 0 7 9 1  0 1 5 6 4 3 8 4 4 5  0 0 1 7 2 6 5 0 7 4  0 0 0 1 8 7 9 1 5 9  0 0 0 0 1 8 1 0 9 0  0 0 0 0 0 1 5 8 1 8  0 0 0 0 0 0 1 9 0 3  0 0 0 0 0 0 0 1 8 9  0 0 0 0 0 0 0 0 1 9  0 0 0 0 0 0 0 0 0 1 |

Однопоточная задача

Написанная однопоточная программа представлена в листинге 1.

Листинг 1. Однопоточная программа

|  |
| --- |
| #include "stdafx.h"  #include <iostream>  #include <fstream>  #include <locale>  #include <vector>  #include <ctime>  #include <math.h>  #include <stdlib.h>  #include <cstdlib>  #include <iomanip>  #include <windows.h>  using namespace std;  //Возвращает матрицу matrix без row-ой строки и col-того столбца, результат в newMatrix  void getMatrixWithoutRowAndCol(double \*\*matrix, int size, int row, int col, double \*\*newMatrix) {  int offsetRow = 0; //Смещение индекса строки в матрице  int offsetCol = 0; //Смещение индекса столбца в матрице  for (int i = 0; i < size - 1; i++) {  //Пропустить row-ую строку  if (i == row) {  offsetRow = 1; //Как только встретили строку, которую надо пропустить, делаем смещение для исходной матрицы  }  offsetCol = 0; //Обнулить смещение столбца  for (int j = 0; j < size - 1; j++) {  //Пропустить col-ый столбец  if (j == col) {  offsetCol = 1; //Встретили нужный столбец, проускаем его смещением  }  newMatrix[i][j] = matrix[i + offsetRow][j + offsetCol];  }  }  }  //Вычисление определителя матрицы разложение по первой строке  double matrixDet(double \*\*matrix, int size) {  double det = 0;  int degree = 1; // (-1)^(1+j) из формулы определителя  //Условие выхода из рекурсии  if (size == 1) {  return matrix[0][0];  }  //Условие выхода из рекурсии  else if (size == 2) {  return matrix[0][0] \* matrix[1][1] - matrix[0][1] \* matrix[1][0];  }  else {  //Матрица без строки и столбца  double \*\*newMatrix = new double\*[size - 1];  for (int i = 0; i < size - 1; i++) {  newMatrix[i] = new double[size - 1];  }  //Раскладываем по 0-ой строке, цикл бежит по столбцам  for (int j = 0; j < size; j++) {  //Удалить из матрицы i-ю строку и j-ый столбец  //Результат в newMatrix  getMatrixWithoutRowAndCol(matrix, size, 0, j, newMatrix);  //Рекурсивный вызов  //По формуле: сумма по j, (-1)^(1+j) \* matrix[0][j] \* minor\_j (это и есть сумма из формулы)  //где minor\_j - дополнительный минор элемента matrix[0][j]  // (напомню, что минор это определитель матрицы без 0-ой строки и j-го столбца)  det = det + (degree \* matrix[0][j] \* matrixDet(newMatrix, size - 1));  //"Накручиваем" степень множителя  degree = -degree;  }  //Чистим память на каждом шаге рекурсии(важно!)  for (int i = 0; i < size - 1; i++) {  delete[] newMatrix[i];  }  delete[] newMatrix;  }  return det;  }  int \_tmain(int argc, \_TCHAR\* argv[])  {      ifstream in("data.txt");  if (!in.is\_open())  return 1;  //размерность матрицы  int m;  double d;  //вводим n  in >> m;  printf("%d\n", m);  //определяем вектор размером mxm  double \*\*mas;  mas = new double\*[m];  for (int i = 0; i < m; i++) {  mas[i] = new double[m];  for (int j = 0; j < m; j++) {  in >> mas[i][j];//считывание матрицы из файла  //cout << mas[i][j]<<" ";//вывод матрицы в консоль  }  //printf("\n");  }  //printf("\n");  unsigned int timeStart = clock();  d = matrixDet(mas, m);  cout << "Determinant = " << d << "\n";  unsigned int timeEnd = clock();  unsigned int timeRezult = timeEnd - timeStart;  cout << "Time Work Program = " << timeRezult << "\n";  for (int i = 0; i<m; i++) delete[] mas[i];  delete[] mas;  in.close();  system("pause");  return 0;  } |

**Выполнение программы:**

|  |
| --- |
| 10  Determinant = 6  Time Work Program = 5318  Для продолжения нажмите любую клавишу . . . |

Многопоточная программы с использованием библиотеки pthread

POSIX Threads — стандарт POSIX реализации потоков (нитей) выполнения. Стандарт POSIX.lc, Threads extensions (IEEE Std 1003,le-1995) определяет API для управления потоками, их синхронизации и планирования.

Алгоритм распараллеливания реализован следующим образом: каждому потоку на вычисление отдается по возможности равное количество слагаемых (если размерность матрицы делится без остатка на количество потоков, если при делении есть остаток – последнему потоку отдаются остаточные слагаемые) для частичного вычисления детерминанта матрицы (формула 3).

Код многопоточной программы с использованием библиотеки pthread представлен в листинге 2.

Листинг 2. Многопоточная программы с использованием библиотеки pthread.

|  |
| --- |
| #include "stdafx.h"  #include <iostream>  #include <fstream>  #include <locale>  #include <vector>  #include <ctime>  #include <cmath>  #include <thread>  #include <mutex>  #include <math.h>  #include <stdlib.h>  #include <cstdlib>  #include <iomanip>  #include <windows.h>  using namespace std;  std::mutex g\_lock;  //Возвращает матрицу matrix без row-ой строки и col-того столбца, результат в newMatrix  void getMatrixWithoutRowAndCol(double \*\*matrix, int size, int row, int col, double \*\*newMatrix) {  int offsetRow = 0; //Смещение индекса строки в матрице  int offsetCol = 0; //Смещение индекса столбца в матрице  for (int i = 0; i < size - 1; i++) {  //Пропустить row-ую строку  if (i == row) {  offsetRow = 1; //Как только встретили строку, которую надо пропустить, делаем смещение для исходной матрицы  }  offsetCol = 0; //Обнулить смещение столбца  for (int j = 0; j < size - 1; j++) {  //Пропустить col-ый столбец  if (j == col) {  offsetCol = 1; //Встретили нужный столбец, проускаем его смещением  }  newMatrix[i][j] = matrix[i + offsetRow][j + offsetCol];  }  }  }  //Вычисление определителя матрицы разложение по первой строке  double matrixDet(double \*\*matrix, int size) {  double det = 0;  int degree = 1; // (-1)^(1+j) из формулы определителя  //Условие выхода из рекурсии  if (size == 1) {  return matrix[0][0];  }  //Условие выхода из рекурсии  else if (size == 2) {  return matrix[0][0] \* matrix[1][1] - matrix[0][1] \* matrix[1][0];  }  else {  //Матрица без строки и столбца  double \*\*newMatrix = new double\*[size - 1];  for (int i = 0; i < size - 1; i++) {  newMatrix[i] = new double[size - 1];  }  //Раскладываем по 0-ой строке, цикл бежит по столбцам  for (int j = 0; j < size; j++) {  //Удалить из матрицы i-ю строку и j-ый столбец  //Результат в newMatrix  getMatrixWithoutRowAndCol(matrix, size, 0, j, newMatrix);  //Рекурсивный вызов  //По формуле: сумма по j, (-1)^(1+j) \* matrix[0][j] \* minor\_j (это и есть сумма из формулы)  //где minor\_j - дополнительный минор элемента matrix[0][j]  // (напомню, что минор это определитель матрицы без 0-ой строки и j-го столбца)  det = det + (degree \* matrix[0][j] \* matrixDet(newMatrix, size - 1));  //"Накручиваем" степень множителя  degree = -degree;  }  //Чистим память на каждом шаге рекурсии(важно!)  for (int i = 0; i < size - 1; i++) {  delete[] newMatrix[i];  }  delete[] newMatrix;  }  return det;  }  void treadFunc(double \*\*matrix, int size, double &det, int start, int end) {    double detreg;  //int degree = 1; // (-1)^(1+j) из формулы определителя  //Матрица без строки и столбца  double \*\*newMatrix = new double\*[size - 1];  for (int i = 0; i < size - 1; i++) {  newMatrix[i] = new double[size - 1];  }  for (start; start < end; start++) {  getMatrixWithoutRowAndCol(matrix, size, 0, start, newMatrix);  detreg = matrixDet(newMatrix, size - 1);  det = det + pow((-1), start) \* matrix[0][start] \* detreg;  //degree = -degree;  }  for (int i = 0; i < size - 1; i++) {  delete[] newMatrix[i];  }  delete[] newMatrix;  }  int \_tmain(int argc, \_TCHAR\* argv[])  {  ifstream in("data1.txt");  if (!in.is\_open())  return 1;  //размерность матрицы  int m;  int numberOfProcesses = 4;  double \*dett = new double[numberOfProcesses];  double summ = 0;  double det = 0;  double det1 = 0;  double det2 = 0;  double det3 = 0;  double det4 = 0;  int step = 0;  //вводим n  in >> m;  printf("%d\n", m);  //определяем вектор размером mxm  double \*\*mas;  mas = new double\*[m];  for (int i = 0; i < m; i++) {  mas[i] = new double[m];  for (int j = 0; j < m; j++) {  in >> mas[i][j];//считывание матрицы из файла  //cout << mas[i][j]<<" ";//вывод матрицы  }  }  if (numberOfProcesses != 0)  step = m / numberOfProcesses;  //vector<thread\*> vecThreads;  unsigned int timeStart = clock();  if (m >= 3)  {  /\*for (int k = 0; k < numberOfProcesses; k++)  {  if (k == numberOfProcesses - 1)  {  auto th = new std::thread(treadFunc, mas, m, std::ref(dett[k]), step\*k, m);  vecThreads.push\_back(th);  cout << step\*k << " " << m << "\n";  }  else  {  auto th = new std::thread(treadFunc, mas, m, std::ref(dett[k]), step\*k, step\*(k + 1) - 1);  vecThreads.push\_back(th);  cout << step\*k << " " << step\*(k + 1) - 1 << "\n";  }  }  for (auto &th : vecThreads)  {  th->join();  delete th;  }  vecThreads.clear();\*/  //treadFunc(mas, m, det1, 0, 10);  //std::thread t1(treadFunc, mas, m, std::ref(det1), 0, 10);  if (numberOfProcesses == 0)  {  treadFunc(mas, m, det1, 0, m);  }    if (numberOfProcesses == 1)  {  std::thread t1(treadFunc, mas, m, std::ref(det1), 0, m);  t1.join();  }  if (numberOfProcesses == 2)  {  std::thread t1(treadFunc, mas, m, std::ref(det1), step \* 0, step\*(0 + 1) - 1);  std::thread t2(treadFunc, mas, m, std::ref(det2), step \* 1, m);  t1.join();  t2.join();  }  if (numberOfProcesses == 3)  {  std::thread t1(treadFunc, mas, m, std::ref(det1), step \* 0, step\*(0 + 1) - 1);  std::thread t2(treadFunc, mas, m, std::ref(det2), step \* 1, step\*(1 + 1) - 1);  std::thread t3(treadFunc, mas, m, std::ref(det3), step \* 2, m);  t1.join();  t2.join();  t3.join();  }  if (numberOfProcesses == 4)  {  std::thread t1(treadFunc, mas, m, std::ref(det1), step \* 0, step\*(0 + 1) - 1);  std::thread t2(treadFunc, mas, m, std::ref(det2), step \* 1, step\*(1 + 1) - 1);  std::thread t3(treadFunc, mas, m, std::ref(det3), step \* 2, step\*(2 + 1) - 1);  std::thread t4(treadFunc, mas, m, std::ref(det4), step \* 3, m);  t1.join();  t2.join();  t3.join();  t4.join();  }  det = det1 + det2 + det3 + det4;  /\*for (int i = 0; i < numberOfProcesses; i++)  summ = summ + dett[i];\*/  }  else  det = matrixDet(mas, m);    unsigned int timeEnd = clock();  cout << "Determinant = " << det << "\n";  unsigned int timeRezult = timeEnd - timeStart;  cout << "Time Work Program = " << timeRezult << "\n";  for (int i = 0; i<m; i++) delete[] mas[i];  delete[] mas;  delete[] dett;  in.close();  system("pause");  return 0;  } |

**Выполнение программы:**

|  |
| --- |
| 10  Determinant = 6  Time Work Program = 2811  Для продолжения нажмите любую клавишу . . . |

Многопоточная программа с использованием библиотеки MPI

Message Passing Interface (MPI, интерфейс передачи сообщений) — программный интер­фейс (API) для передачи информации, который позволяет обмениваться сообщениями между процессами, выполняющими одну задачу. Базовым механизмом связи между MPI процессами является передача и приём сообщений. Сообщение несёт в себе передаваемые данные и информацию, позволяющую принимающей стороне осуществлять их выбороч­ный приём. Алгоритм распараллеливания остается прежним. Исходный код однопоточной программы был изменен следующим образом:

Код многопоточной программы с использованием библиотеки MPI представлен в листинге 3.

Листинг 3. Многопоточная программы с использованием библиотеки MPI.

|  |
| --- |
| #include "stdafx.h"  #include <iostream>  #include <fstream>  #include <locale>  #include <vector>  #include <ctime>  #include <cmath>  #include <thread>  #include <mutex>  #include <math.h>  #include <stdlib.h>  #include <cstdlib>  #include <iomanip>  #include <windows.h>  #include <mpi.h>  using namespace std;  std::mutex g\_lock;  //Возвращает матрицу matrix без row-ой строки и col-того столбца, результат в newMatrix  void getMatrixWithoutRowAndCol(double \*\*matrix, int size, int row, int col, double \*\*newMatrix) {  int offsetRow = 0; //Смещение индекса строки в матрице  int offsetCol = 0; //Смещение индекса столбца в матрице  for (int i = 0; i < size - 1; i++) {  //Пропустить row-ую строку  if (i == row) {  offsetRow = 1; //Как только встретили строку, которую надо пропустить, делаем смещение для исходной матрицы  }  offsetCol = 0; //Обнулить смещение столбца  for (int j = 0; j < size - 1; j++) {  //Пропустить col-ый столбец  if (j == col) {  offsetCol = 1; //Встретили нужный столбец, проускаем его смещением  }  newMatrix[i][j] = matrix[i + offsetRow][j + offsetCol];  }  }  }  //Вычисление определителя матрицы разложение по первой строке  double matrixDet(double \*\*matrix, int size) {  double det = 0;  int degree = 1; // (-1)^(1+j) из формулы определителя  //Условие выхода из рекурсии  if (size == 1) {  return matrix[0][0];  }  //Условие выхода из рекурсии  else if (size == 2) {  return matrix[0][0] \* matrix[1][1] - matrix[0][1] \* matrix[1][0];  }  else {  //Матрица без строки и столбца  double \*\*newMatrix = new double\*[size - 1];  for (int i = 0; i < size - 1; i++) {  newMatrix[i] = new double[size - 1];  }  //Раскладываем по 0-ой строке, цикл бежит по столбцам  for (int j = 0; j < size; j++) {  //Удалить из матрицы i-ю строку и j-ый столбец  //Результат в newMatrix  getMatrixWithoutRowAndCol(matrix, size, 0, j, newMatrix);  //Рекурсивный вызов  //По формуле: сумма по j, (-1)^(1+j) \* matrix[0][j] \* minor\_j (это и есть сумма из формулы)  //где minor\_j - дополнительный минор элемента matrix[0][j]  // (напомню, что минор это определитель матрицы без 0-ой строки и j-го столбца)  det = det + (degree \* matrix[0][j] \* matrixDet(newMatrix, size - 1));  //"Накручиваем" степень множителя  degree = -degree;  }  //Чистим память на каждом шаге рекурсии(важно!)  for (int i = 0; i < size - 1; i++) {  delete[] newMatrix[i];  }  delete[] newMatrix;  }  return det;  }  int \_tmain(int argc, char\* argv[])  {    ifstream in("data1.txt");  if (!in.is\_open())  return 1;  //размерность матрицы  int m;  double det = 0;  int step = 0;  double summ = 0;    //вводим n  in >> m;  printf("%d\n", m);  //определяем вектор размером mxm  double \*\*mas;  mas = new double\*[m];  for (int i = 0; i < m; i++) {  mas[i] = new double[m];  for (int j = 0; j < m; j++) {  in >> mas[i][j];//считывание матрицы из файла  //cout << mas[i][j]<<" ";//вывод матрицы  }  }  unsigned int timeStart = clock();  if (m >= 3)  {  int myid, numprocs = 5;  if (numprocs != 0)  step = m / numprocs;  if (int rc = MPI\_Init(&argc, &argv))  {  cout << "Ошибка запуска, выполнение остановлено " << endl;  MPI\_Abort(MPI\_COMM\_WORLD, rc);  }  MPI\_Comm\_size(MPI\_COMM\_WORLD, &numprocs);  MPI\_Comm\_rank(MPI\_COMM\_WORLD, &myid);  MPI\_Bcast(&step, 1, MPI\_INT, 0, MPI\_COMM\_WORLD);  int start = 0;  int end = m;  double detreg;  if (myid == numprocs)  {  start = step\*(numprocs - 1);  end = m;  }  else  {  start = step\*myid;  end = step\*(myid + 1) - 1;  }    double \*\*newMatrix = new double\*[m - 1];  for (int i = 0; i < m - 1; i++) {  newMatrix[i] = new double[m - 1];  }  for (start; start < end; start++) {  getMatrixWithoutRowAndCol(mas, m, 0, start, newMatrix);  detreg = matrixDet(newMatrix, m - 1);  det = det + pow((-1), start) \* mas[0][start] \* detreg;  }  for (int i = 0; i < m - 1; i++) {  delete[] newMatrix[i];  }  delete[] newMatrix;  MPI\_Reduce(&det, &summ, 1, MPI\_LONG\_DOUBLE, MPI\_SUM, 0, MPI\_COMM\_WORLD);  MPI\_Finalize();  }  else  summ = matrixDet(mas, m);  unsigned int timeEnd = clock();  cout << "Determinant = " << summ << "\n";  unsigned int timeRezult = timeEnd - timeStart;  cout << "Time Work Program = " << timeRezult << "\n";  for (int i = 0; i < m; i++) delete[] mas[i];  delete[] mas;  in.close();  system("pause");    return 0;  } |

**Выполнение программы:**

|  |
| --- |
| 10  Determinant = 6  Time Work Program = 520  Для продолжения нажмите любую клавишу . . . |

Для работы программы в MPI необходимо перед началом межпроцессного обмена вызвать функцию *MPI\_Init*, а в конце вызвать *MPI\_Finalize*. На самом деле MPI запускает несколько копий одного и того же процесса, у них различаются только ранги. Ранг и ко­личество процессов можно получить с помощью функций *MPI\_Comm\_rank* и *MPI\_Comm\_size*. Каждый процесс MPI запускает функцию *thread*, каждой из которых передается определённое количество слагаемых для определения детерминанта. Результат работы этой функции сохраняется в переменную *det*. Далее с помощью функции *MPI\_Reduce* значения данной переменной объединяются в другую переменную на процессе с указанным рангом. Объединения происходит по указанной операции. В данном случае результаты объединяются на процессе с рангом 0 в переменную *summ* с помощью суммирования. Далее этот процесс выводит результаты в консоль.

Многократный запуск программ и подсчет вероятностных характеристик

Для подсчета вероятностных характеристик был создан скрипт, запускающий программу 100 раз и подсчитывающий временя ее исполнения. На основе полученных данных подсчитывается математическое ожидание, дисперсия и доверительных интервал.

Скрипт представлен в листинге 3

Листинг 3. Скрипт многократного запуска программы.

|  |
| --- |
| # -\*- coding: cp1251 -\*-  import sys  import subprocess  from math import sqrt  # arguments  args = list(sys.argv )  programm = "C:\Users\Admin\Documents\Visual Studio 2013\Projects\ParallelsProgramProject\DeterminantRecursionPthread\Debug\ DeterminantRecursionPthread.exe"  numRepeats = 100  if len(args) >= 5:  programm = args [1]]  numRepeats = int ( args [2])  # program  PIPE = subprocess.PIPE  for threads in [1, 2, 4, 8]:#[4]:#  timeList = []  for num in range(numRepeats):  p = subprocess.Popen([programm, str(threads)], stdout=PIPE)  for line in p.stdout:  if 'runtime without reading = ' in line :  timeList.append(int(line.split()[-1]))  m=sum(timeList)/numRepeats  disp = 0.00  for val in timeList :  disp = disp + (val - m) \*\* 2    if numRepeats == 1:  disp = disp / numRepeats  else :  disp = disp / ( numRepeats - 1)  sigma = sqrt(disp)  t=1.984  interHigh = m + t\*(sigma/(sqrt(numRepeats)))  interLow = m - t\*(sigma/(sqrt(numRepeats)))  print("{} threads : average = {}, dispersion = {}, interval = [{}, {}]".format(threads , m , disp, interHigh, interLow)) |

На основе выводов данного скрипта была построена сводная таблица результатов для всех программ:

Табл.1. Сводная таблица результатов для 100 запусков каждой программы.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Число потоков | Мат. Ожид. | Дисперси | Дов. Интер. 0.95% |
| Simple | 1 | 55 | 22.54 | [54.05- 55.94] |
| pThread | 1 | 59 | 12.21 | [58.30- 59.69] |
|  | 2 | 48 | 12.98 | [48.46- 49.93] |
|  | 4 | 44 | 25.20 | [43.43- 45.56] |
|  | 8 | **39** | 18.40 | [38.14 - 39.85] |
| MPI | 1 | 55 | 15.81 | [54.21- 55.78] |
|  | 2 | 42 | 12.98 | [41.28 - 42.71] |
|  | 4 | 40 | 62.23 | [38.00 - 41.99] |
|  | 8 | **38** | 95.04 | [35.36- 40.63] |

Из таблицы 1 видно, что многопоточные приложения выигрывают по скорости выполнения у однопоточного. Так же видно, что программа с библиотекой pThread проигрывает у программы с использованием библиотеки MPI. Увеличение числа потоков до 8 не дало значительного прироста, т.к. процессор используемой системы имеет 4 логических потока.

Оптимальное количество потоков для программы с использованием библиотеки MPI оказалось равно 8. Однако для 4-ех потоков и более видно возрастание дисперсии, что говорит о том, что в данной конфигурации приложение срабатывает не всегда одинаково.

Данные результаты так же, зависят от загруженности системы в конкретный момент времени, что может серьезно влиять на скорость выполнения программ.

Вывод

В данной работе были изучены основы создания параллельных приложений на С++. Бы­ли изучены библиотеки Pthread и MPI. Созданные программы были протестированы па разных наборах данных и были оценены характеристики времени работы. На основе проведенных экспериментов можно сделать вывод, что наиболее эффектив­ным решением является решение на основе библиотеки MPI. Это достаточно ожидаемый результат, так как MPI — это стандарт, созданный специально для написания программ с высокой степенью параллелизма.

В общем, можно сказать что MPI гораздо более предпочтителен дня создания многопоточных программ, так как он обладает большим набором удобных функций и возможностей (например, широкове­щательная рассылка).

Программу удалось реализовать полностью независимой по данным, поэтому в работе не возникло необходимости использования средств синхронизации.