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#Libraries

library(ISLR)

## Warning: package 'ISLR' was built under R version 4.0.4

library(caret)

## Warning: package 'caret' was built under R version 4.0.4

## Loading required package: lattice

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 4.0.5

library(dplyr)

## Warning: package 'dplyr' was built under R version 4.0.5

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

# 10

# Data

nrow(Weekly)

## [1] 1089

summary(Weekly)

## Year Lag1 Lag2 Lag3   
## Min. :1990 Min. :-18.1950 Min. :-18.1950 Min. :-18.1950   
## 1st Qu.:1995 1st Qu.: -1.1540 1st Qu.: -1.1540 1st Qu.: -1.1580   
## Median :2000 Median : 0.2410 Median : 0.2410 Median : 0.2410   
## Mean :2000 Mean : 0.1506 Mean : 0.1511 Mean : 0.1472   
## 3rd Qu.:2005 3rd Qu.: 1.4050 3rd Qu.: 1.4090 3rd Qu.: 1.4090   
## Max. :2010 Max. : 12.0260 Max. : 12.0260 Max. : 12.0260   
## Lag4 Lag5 Volume Today   
## Min. :-18.1950 Min. :-18.1950 Min. :0.08747 Min. :-18.1950   
## 1st Qu.: -1.1580 1st Qu.: -1.1660 1st Qu.:0.33202 1st Qu.: -1.1540   
## Median : 0.2380 Median : 0.2340 Median :1.00268 Median : 0.2410   
## Mean : 0.1458 Mean : 0.1399 Mean :1.57462 Mean : 0.1499   
## 3rd Qu.: 1.4090 3rd Qu.: 1.4050 3rd Qu.:2.05373 3rd Qu.: 1.4050   
## Max. : 12.0260 Max. : 12.0260 Max. :9.32821 Max. : 12.0260   
## Direction   
## Down:484   
## Up :605   
##   
##   
##   
##

# A)

pairs(Weekly)
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# A good amount of the data seems to be highly correlated. While this is great, we should keep this in mind as to not overfit the model with confounding factors

# B)

M1 <- glm(Direction ~ Lag1 + Lag2 + Lag3 + Lag4 + Lag5 + Volume, data = Weekly, family = "binomial")  
summary(M1)

##   
## Call:  
## glm(formula = Direction ~ Lag1 + Lag2 + Lag3 + Lag4 + Lag5 +   
## Volume, family = "binomial", data = Weekly)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.6949 -1.2565 0.9913 1.0849 1.4579   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.26686 0.08593 3.106 0.0019 \*\*  
## Lag1 -0.04127 0.02641 -1.563 0.1181   
## Lag2 0.05844 0.02686 2.175 0.0296 \*   
## Lag3 -0.01606 0.02666 -0.602 0.5469   
## Lag4 -0.02779 0.02646 -1.050 0.2937   
## Lag5 -0.01447 0.02638 -0.549 0.5833   
## Volume -0.02274 0.03690 -0.616 0.5377   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1496.2 on 1088 degrees of freedom  
## Residual deviance: 1486.4 on 1082 degrees of freedom  
## AIC: 1500.4  
##   
## Number of Fisher Scoring iterations: 4

confint(M1)

## Waiting for profiling to be done...

## 2.5 % 97.5 %  
## (Intercept) 0.098808746 0.43580101  
## Lag1 -0.093477110 0.01029269  
## Lag2 0.006197597 0.11169774  
## Lag3 -0.068653910 0.03604309  
## Lag4 -0.079952378 0.02401603  
## Lag5 -0.066495108 0.03711989  
## Volume -0.095051949 0.04979338

# they are all insignificant as their \_ values are greater than .05 except Lag2, and their 95% confit intervals pass over 0 except Lag2. I would say this is because they are all highly correlated with eachother.

# C)

Prob <- predict(M1, Weekly, type = "response")  
Pred <- rep("Down", 1089)  
Pred[Prob>.5] = "Up"  
Pred <- as.factor(Pred)  
confusionMatrix(Pred,Weekly$Direction)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Down Up  
## Down 54 48  
## Up 430 557  
##   
## Accuracy : 0.5611   
## 95% CI : (0.531, 0.5908)  
## No Information Rate : 0.5556   
## P-Value [Acc > NIR] : 0.369   
##   
## Kappa : 0.035   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.11157   
## Specificity : 0.92066   
## Pos Pred Value : 0.52941   
## Neg Pred Value : 0.56434   
## Prevalence : 0.44444   
## Detection Rate : 0.04959   
## Detection Prevalence : 0.09366   
## Balanced Accuracy : 0.51612   
##   
## 'Positive' Class : Down   
##

# We can see that this Model has an extremely high Specitivity and not the best accuracy. What we can also tell is that it tends to Guess Up more than Down and is pretty 50/50 for each guess. That is to be expected as the model used for this confusion matrix wasnt statistically significant.

# D)

Train <- Weekly %>%  
 filter(Year != 2009 & Year!= 2010)  
   
Test <- Weekly %>%  
 filter(Year == 2009 | Year == 2010)

M2 <- glm(Direction ~ Lag2, data = Train, family = "binomial")  
summary(M2)

##   
## Call:  
## glm(formula = Direction ~ Lag2, family = "binomial", data = Train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.536 -1.264 1.021 1.091 1.368   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.20326 0.06428 3.162 0.00157 \*\*  
## Lag2 0.05810 0.02870 2.024 0.04298 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1354.7 on 984 degrees of freedom  
## Residual deviance: 1350.5 on 983 degrees of freedom  
## AIC: 1354.5  
##   
## Number of Fisher Scoring iterations: 4

confint(M2)

## Waiting for profiling to be done...

## 2.5 % 97.5 %  
## (Intercept) 0.077479287 0.3295391  
## Lag2 0.002300791 0.1150942

Prob <- predict(M2, Test, type = "response")  
Pred <- rep("Down", 104)  
Pred[Prob>.5] = "Up"  
Pred <- as.factor(Pred)  
confusionMatrix(Pred,Test$Direction)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Down Up  
## Down 9 5  
## Up 34 56  
##   
## Accuracy : 0.625   
## 95% CI : (0.5247, 0.718)  
## No Information Rate : 0.5865   
## P-Value [Acc > NIR] : 0.2439   
##   
## Kappa : 0.1414   
##   
## Mcnemar's Test P-Value : 7.34e-06   
##   
## Sensitivity : 0.20930   
## Specificity : 0.91803   
## Pos Pred Value : 0.64286   
## Neg Pred Value : 0.62222   
## Prevalence : 0.41346   
## Detection Rate : 0.08654   
## Detection Prevalence : 0.13462   
## Balanced Accuracy : 0.56367   
##   
## 'Positive' Class : Down   
##

# This model is more accurate than the other model as it is more statistically significant

# E)

M3 <- lda(Direction ~ Lag2, data = Train)  
summary(M3)

## Length Class Mode   
## prior 2 -none- numeric   
## counts 2 -none- numeric   
## means 2 -none- numeric   
## scaling 1 -none- numeric   
## lev 2 -none- character  
## svd 1 -none- numeric   
## N 1 -none- numeric   
## call 3 -none- call   
## terms 3 terms call   
## xlevels 0 -none- list

Prob <- predict(M3, Test, type = "response")  
Pred <- rep("Down", 104)  
Pred[Prob$posterior[,1]>.4] = "Up"  
Pred <- as.factor(Pred)  
confusionMatrix(Pred,Test$Direction)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Down Up  
## Down 3 10  
## Up 40 51  
##   
## Accuracy : 0.5192   
## 95% CI : (0.4191, 0.6183)  
## No Information Rate : 0.5865   
## P-Value [Acc > NIR] : 0.9316   
##   
## Kappa : -0.105   
##   
## Mcnemar's Test P-Value : 4.11e-05   
##   
## Sensitivity : 0.06977   
## Specificity : 0.83607   
## Pos Pred Value : 0.23077   
## Neg Pred Value : 0.56044   
## Prevalence : 0.41346   
## Detection Rate : 0.02885   
## Detection Prevalence : 0.12500   
## Balanced Accuracy : 0.45292   
##   
## 'Positive' Class : Down   
##

# With an accuracy of 52.88% it is not better nor more significant than the other model.

# F)

M3 <- qda(Direction ~ Lag2, data = Train)  
summary(M3)

## Length Class Mode   
## prior 2 -none- numeric   
## counts 2 -none- numeric   
## means 2 -none- numeric   
## scaling 2 -none- numeric   
## ldet 2 -none- numeric   
## lev 2 -none- character  
## N 1 -none- numeric   
## call 3 -none- call   
## terms 3 terms call   
## xlevels 0 -none- list

Prob <- predict(M3, Test, type = "response")  
Pred <- rep("Down", 104)  
Pred[as.numeric(Prob$posterior[,1])>.44] = "Up"  
Pred <- as.factor(Pred)  
confusionMatrix(Pred,Test$Direction)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Down Up  
## Down 19 24  
## Up 24 37  
##   
## Accuracy : 0.5385   
## 95% CI : (0.438, 0.6367)  
## No Information Rate : 0.5865   
## P-Value [Acc > NIR] : 0.8631   
##   
## Kappa : 0.0484   
##   
## Mcnemar's Test P-Value : 1.0000   
##   
## Sensitivity : 0.4419   
## Specificity : 0.6066   
## Pos Pred Value : 0.4419   
## Neg Pred Value : 0.6066   
## Prevalence : 0.4135   
## Detection Rate : 0.1827   
## Detection Prevalence : 0.4135   
## Balanced Accuracy : 0.5242   
##   
## 'Positive' Class : Down   
##

# This model isnt statisitically significant as well, this model is the worst model so far

# G)

Knn <- knn3(Direction ~ Lag2, data = Train, k = 1)  
summary(Knn)

## Length Class Mode   
## learn 2 -none- list   
## k 1 -none- numeric  
## terms 3 terms call   
## xlevels 0 -none- list   
## theDots 0 -none- list

Pred <- predict(Knn, Test, type = "class")  
confusionMatrix(Pred,Test$Direction)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Down Up  
## Down 21 30  
## Up 22 31  
##   
## Accuracy : 0.5   
## 95% CI : (0.4003, 0.5997)  
## No Information Rate : 0.5865   
## P-Value [Acc > NIR] : 0.9700   
##   
## Kappa : -0.0033   
##   
## Mcnemar's Test P-Value : 0.3317   
##   
## Sensitivity : 0.4884   
## Specificity : 0.5082   
## Pos Pred Value : 0.4118   
## Neg Pred Value : 0.5849   
## Prevalence : 0.4135   
## Detection Rate : 0.2019   
## Detection Prevalence : 0.4904   
## Balanced Accuracy : 0.4983   
##   
## 'Positive' Class : Down   
##

# With a .5 Accuracy, this model isnt better than the other models as well.

# H)

# The GLM had by far the best accuracy by having an accuracy of over 10% of any other model. NOt only this but the missclassification rate is the lowest.

# G)

# Different Knn values  
Knn <- knn3(Direction ~ Lag2, data = Train, k = 2)  
summary(Knn)

## Length Class Mode   
## learn 2 -none- list   
## k 1 -none- numeric  
## terms 3 terms call   
## xlevels 0 -none- list   
## theDots 0 -none- list

Pred <- predict(Knn, Test, type = "class")  
confusionMatrix(Pred,Test$Direction)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Down Up  
## Down 23 29  
## Up 20 32  
##   
## Accuracy : 0.5288   
## 95% CI : (0.4285, 0.6275)  
## No Information Rate : 0.5865   
## P-Value [Acc > NIR] : 0.9017   
##   
## Kappa : 0.0577   
##   
## Mcnemar's Test P-Value : 0.2531   
##   
## Sensitivity : 0.5349   
## Specificity : 0.5246   
## Pos Pred Value : 0.4423   
## Neg Pred Value : 0.6154   
## Prevalence : 0.4135   
## Detection Rate : 0.2212   
## Detection Prevalence : 0.5000   
## Balanced Accuracy : 0.5297   
##   
## 'Positive' Class : Down   
##

Knn <- knn3(Direction ~ Lag2, data = Train, k = 3)  
summary(Knn)

## Length Class Mode   
## learn 2 -none- list   
## k 1 -none- numeric  
## terms 3 terms call   
## xlevels 0 -none- list   
## theDots 0 -none- list

Pred <- predict(Knn, Test, type = "class")  
confusionMatrix(Pred,Test$Direction)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Down Up  
## Down 16 19  
## Up 27 42  
##   
## Accuracy : 0.5577   
## 95% CI : (0.457, 0.655)  
## No Information Rate : 0.5865   
## P-Value [Acc > NIR] : 0.7579   
##   
## Kappa : 0.0623   
##   
## Mcnemar's Test P-Value : 0.3020   
##   
## Sensitivity : 0.3721   
## Specificity : 0.6885   
## Pos Pred Value : 0.4571   
## Neg Pred Value : 0.6087   
## Prevalence : 0.4135   
## Detection Rate : 0.1538   
## Detection Prevalence : 0.3365   
## Balanced Accuracy : 0.5303   
##   
## 'Positive' Class : Down   
##

# Different Knn values fo not change much.

plot(Weekly$Lag2,Weekly$Lag3, col = Weekly$Direction)

![](data:image/png;base64,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)

# Doesnt seem to have a correlation with Lag.
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# Dataset

summary(Boston)

## crim zn indus chas   
## Min. : 0.00632 Min. : 0.00 Min. : 0.46 Min. :0.00000   
## 1st Qu.: 0.08205 1st Qu.: 0.00 1st Qu.: 5.19 1st Qu.:0.00000   
## Median : 0.25651 Median : 0.00 Median : 9.69 Median :0.00000   
## Mean : 3.61352 Mean : 11.36 Mean :11.14 Mean :0.06917   
## 3rd Qu.: 3.67708 3rd Qu.: 12.50 3rd Qu.:18.10 3rd Qu.:0.00000   
## Max. :88.97620 Max. :100.00 Max. :27.74 Max. :1.00000   
## nox rm age dis   
## Min. :0.3850 Min. :3.561 Min. : 2.90 Min. : 1.130   
## 1st Qu.:0.4490 1st Qu.:5.886 1st Qu.: 45.02 1st Qu.: 2.100   
## Median :0.5380 Median :6.208 Median : 77.50 Median : 3.207   
## Mean :0.5547 Mean :6.285 Mean : 68.57 Mean : 3.795   
## 3rd Qu.:0.6240 3rd Qu.:6.623 3rd Qu.: 94.08 3rd Qu.: 5.188   
## Max. :0.8710 Max. :8.780 Max. :100.00 Max. :12.127   
## rad tax ptratio black   
## Min. : 1.000 Min. :187.0 Min. :12.60 Min. : 0.32   
## 1st Qu.: 4.000 1st Qu.:279.0 1st Qu.:17.40 1st Qu.:375.38   
## Median : 5.000 Median :330.0 Median :19.05 Median :391.44   
## Mean : 9.549 Mean :408.2 Mean :18.46 Mean :356.67   
## 3rd Qu.:24.000 3rd Qu.:666.0 3rd Qu.:20.20 3rd Qu.:396.23   
## Max. :24.000 Max. :711.0 Max. :22.00 Max. :396.90   
## lstat medv   
## Min. : 1.73 Min. : 5.00   
## 1st Qu.: 6.95 1st Qu.:17.02   
## Median :11.36 Median :21.20   
## Mean :12.65 Mean :22.53   
## 3rd Qu.:16.95 3rd Qu.:25.00   
## Max. :37.97 Max. :50.00

Boston <- Boston  
?Boston

## starting httpd help server ... done

# Split the dataset by the median of crime

median\_crime = median(Boston$crim)  
crim\_median <- rep(0, 506)  
crim\_median[Boston$crim > median\_crime] = 1  
crim\_median <- as.factor(crim\_median)  
Boston <- data.frame(Boston, crim\_median)

# Look into the data

pairs(Boston)
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# Train Test split

set.seed(100)  
train <- Boston %>% sample\_frac(size = 0.75)  
test <- Boston %>% setdiff(train)

# Glm

M1 <- glm(crim\_median~nox + medv + dis, data = train, family = binomial)  
summary(M1)

##   
## Call:  
## glm(formula = crim\_median ~ nox + medv + dis, family = binomial,   
## data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.0450 -0.4449 0.0044 0.3039 2.3625   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -23.00045 3.54291 -6.492 8.47e-11 \*\*\*  
## nox 37.81787 5.19711 7.277 3.42e-13 \*\*\*  
## medv 0.06248 0.02722 2.296 0.0217 \*   
## dis 0.31773 0.14784 2.149 0.0316 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 526.7 on 379 degrees of freedom  
## Residual deviance: 244.4 on 376 degrees of freedom  
## AIC: 252.4  
##   
## Number of Fisher Scoring iterations: 6

# Get rid of Dis  
M1 <- glm(crim\_median~nox + medv, data = train, family = binomial)  
summary(M1)

##   
## Call:  
## glm(formula = crim\_median ~ nox + medv, family = binomial, data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.07329 -0.44376 0.01091 0.31524 2.57480   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -17.58588 2.14915 -8.183 2.77e-16 \*\*\*  
## nox 30.35283 3.34259 9.081 < 2e-16 \*\*\*  
## medv 0.05045 0.02571 1.963 0.0497 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 526.70 on 379 degrees of freedom  
## Residual deviance: 248.84 on 377 degrees of freedom  
## AIC: 254.84  
##   
## Number of Fisher Scoring iterations: 6

# COnfusion Matrix

Prob <- predict(M1, test, type = "response")  
Pred <- rep(0, 126)  
Pred[Prob>.35] = 1  
Pred <- as.factor(Pred)  
confusionMatrix(Pred,test$crim\_median)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 60 4  
## 1 6 56  
##   
## Accuracy : 0.9206   
## 95% CI : (0.8589, 0.9613)  
## No Information Rate : 0.5238   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.8411   
##   
## Mcnemar's Test P-Value : 0.7518   
##   
## Sensitivity : 0.9091   
## Specificity : 0.9333   
## Pos Pred Value : 0.9375   
## Neg Pred Value : 0.9032   
## Prevalence : 0.5238   
## Detection Rate : 0.4762   
## Detection Prevalence : 0.5079   
## Balanced Accuracy : 0.9212   
##   
## 'Positive' Class : 0   
##

# THis is an insane model. Just looking at 92.06% is an insane

# lda

lda <- lda(crim\_median~nox + medv, data = train)  
Prob <- predict(lda, test, type = "Response")  
Pred <- rep(0, 126)  
Pred[Prob$posterior[,1] >.5] = 1  
Pred <- as.factor(Pred)  
confusionMatrix(Pred,test$crim\_median)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 3 42  
## 1 63 18  
##   
## Accuracy : 0.1667   
## 95% CI : (0.1062, 0.2434)  
## No Information Rate : 0.5238   
## P-Value [Acc > NIR] : 1.00000   
##   
## Kappa : -0.6443   
##   
## Mcnemar's Test P-Value : 0.05096   
##   
## Sensitivity : 0.04545   
## Specificity : 0.30000   
## Pos Pred Value : 0.06667   
## Neg Pred Value : 0.22222   
## Prevalence : 0.52381   
## Detection Rate : 0.02381   
## Detection Prevalence : 0.35714   
## Balanced Accuracy : 0.17273   
##   
## 'Positive' Class : 0   
##

# Knn

Knn <- knn3(crim\_median~nox + medv, data = train, k = 1)  
summary(Knn)

## Length Class Mode   
## learn 2 -none- list   
## k 1 -none- numeric  
## terms 3 terms call   
## xlevels 0 -none- list   
## theDots 0 -none- list

Pred <- predict(Knn, test, type = "class")  
confusionMatrix(Pred,test$crim\_median)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 51 17  
## 1 15 43  
##   
## Accuracy : 0.746   
## 95% CI : (0.6608, 0.8193)  
## No Information Rate : 0.5238   
## P-Value [Acc > NIR] : 2.542e-07   
##   
## Kappa : 0.4901   
##   
## Mcnemar's Test P-Value : 0.8597   
##   
## Sensitivity : 0.7727   
## Specificity : 0.7167   
## Pos Pred Value : 0.7500   
## Neg Pred Value : 0.7414   
## Prevalence : 0.5238   
## Detection Rate : 0.4048   
## Detection Prevalence : 0.5397   
## Balanced Accuracy : 0.7447   
##   
## 'Positive' Class : 0   
##

Knn <- knn3(crim\_median~nox + medv, data = train, k = 2)  
summary(Knn)

## Length Class Mode   
## learn 2 -none- list   
## k 1 -none- numeric  
## terms 3 terms call   
## xlevels 0 -none- list   
## theDots 0 -none- list

Pred <- predict(Knn, test, type = "class")  
confusionMatrix(Pred,test$crim\_median)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 46 18  
## 1 20 42  
##   
## Accuracy : 0.6984   
## 95% CI : (0.6103, 0.7769)  
## No Information Rate : 0.5238   
## P-Value [Acc > NIR] : 4.962e-05   
##   
## Kappa : 0.3964   
##   
## Mcnemar's Test P-Value : 0.8711   
##   
## Sensitivity : 0.6970   
## Specificity : 0.7000   
## Pos Pred Value : 0.7188   
## Neg Pred Value : 0.6774   
## Prevalence : 0.5238   
## Detection Rate : 0.3651   
## Detection Prevalence : 0.5079   
## Balanced Accuracy : 0.6985   
##   
## 'Positive' Class : 0   
##

Knn <- knn3(crim\_median~nox + medv, data = train, k = 3)  
summary(Knn)

## Length Class Mode   
## learn 2 -none- list   
## k 1 -none- numeric  
## terms 3 terms call   
## xlevels 0 -none- list   
## theDots 0 -none- list

Pred <- predict(Knn, test, type = "class")  
confusionMatrix(Pred,test$crim\_median)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 52 19  
## 1 14 41  
##   
## Accuracy : 0.7381   
## 95% CI : (0.6523, 0.8124)  
## No Information Rate : 0.5238   
## P-Value [Acc > NIR] : 6.741e-07   
##   
## Kappa : 0.473   
##   
## Mcnemar's Test P-Value : 0.4862   
##   
## Sensitivity : 0.7879   
## Specificity : 0.6833   
## Pos Pred Value : 0.7324   
## Neg Pred Value : 0.7455   
## Prevalence : 0.5238   
## Detection Rate : 0.4127   
## Detection Prevalence : 0.5635   
## Balanced Accuracy : 0.7356   
##   
## 'Positive' Class : 0   
##

# Knn with k = 1 is the best

# Findings from each model varies, the best model was by far logistic regression as the misclassification rate is the lowest by far with an accuracy of 92%. This accuracy is scary accurate and could make this model usable in real life.