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## Problem Formulation

Given a sequence of n integers, the task is to implement the Parallel Quicksort algorithm using C and MPI and evaluate the performance.

The input file contains n + 1 numbers. The first number is n (that is, the number of elements to sort) and the n subsequent numbers are the actual number sequence.

## Solution Method

1. **Algorithm implementation**

The Parallel Quick-sort algorithm is implemented as follows:

1. Divide the data into p equal parts, one per process.
2. Sort the data locally for each process.
3. Perform global sort.
   1. Select pivot element within each process set.
   2. Locally in each process, divide the data into two sets according to the pivot (smaller or larger).
   3. Split the processes into two groups and exchange data pairwise between them so that all processes in one group get data less than the pivot and the others get data larger than the pivot.
   4. Merge the two sets of numbers in each process into one sorted list.
4. Repeat 3.1 - 3.4 recursively for each half until each group consists of one single process.

The algorithm converges in steps.

In the implementation detail, the recursion is converted to iteration by keeping tracking of the variable group\_size. The iteration is ended when group\_size reaches 1.

1. **Pivot strategies**

Three pivot strategies are implemented and can be chosen by specifying the third input argument as 1, 2, or 3:

1. Select the median in one processor in each group of processors.
2. Select the median of all medians in each processor group.
3. Select the mean value of all medians in each processor group.

## Experiments

1. **Testing environment**

Host: rackham.uppmax.uu.se

1. **Testing method**

The strong scalability is tested for each input file, running from 1 to 16 processors with the number of processors being 2k. The output time is measured by MPI\_Wtime() function on the master processor. Only the parallelised computation time is measured.

The weak scalability is tested when number of processors are increased from 1 to 16 with the number of processors being 2k, while number of intervals are increased simultaneously in a way that the interval load per processors is kept to 125000000.

## Results and Discussion

The tested strong and weak stabilities are shown as follows.

此处应有4张图。

Since only the parallelised computation time is measured, the theoretical speedup for fixed problem size should equal to the number of processors. As the figure shows above, the measured speedup for fixed problem size curve is approximately linear but lower than the theoretical line.

The ideal speedup for scaled problem size should be 1 since the load per individual processor is kept large enough and approximately constant.