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**Problem 1:**

* Standardization scaling was uses for the following breast cancer dataset for optimized training model. Comparing the precision, recall and accuracy of the Naive Bayes’ and logistic regression’s training model, they have a 2-3 percent difference. However, they are generally the same range of accuracy so does not make any difference to use either model.

**Problem 2:**

* Using the PCA extraction, the dataset’s features are reduced and standardization scaling was used for the logistic regression’s training model. The number of components being used seems to result in variety of different accuracy, precision and recall. Generally, the more components were used for the training model, lesser the accuracy was for the classification report. As less components were used for the training model, the more accuracy that the training model had.

**Problem 3:**

* Using the PCA extraction, the dataset’s features are reduced, and standardization scaling was used for the Naïve Bayes’ training model. The classification report was generally the same with problem #2.