# Resum Parcial 3 Machine Learning

## 1. A few useful things to know about Machine Learning

Els algoritmes de ML són capaços de fer tasques importants generalitzant exemples. És possible i efectiu en recursos on la programacó manual no ho és. Quantes més dades tinguem, més ambiciosos són els problemes que podem solucionar. L’article fica d’exemple els classificadors, que es basen en rebre un vector input discret o continu i donen com a output un valor únic discret.

Tots els algoritmes que hi ha avui dia consisteixen en combinacions diferents de 3 components essencials:

* **Representació**: espai d’hipòtesi: sèrie de classificadors en els que pot classificar l’algoritme. Si una classe no està en l’espai d’hipòtesi llavors l’algoritme no ho pot aprendre.
* **Avaluació (objective/scoring function)**: distingir classificadors bons dels dolents. La funció interna i externa poden ser diferents.
* **Optimització**: normalment es comença amb optimitzadors estàndard però amb el temps es van creant personalitzats.

Com la idea és generalitzar dades fora del training set, no tinguis la il·lusió d’èxit sense haver-ho provat amb dades de testing. Per això, quan es fa l’entrenament s’han de guardar dades per a poder fer servir pel testing. Aquestes dades de testing poden corrompre el model, per exemple si es fa servir per a tunejar paràmetres. Això es pot evitar per exemple fent cross-validation, que consisteix en dividir les dades en per exemple 10 porcions i entrenar el model fent servir totes les porcions menys una.

Per a ML a diferència d’altres funcions d’optimització, en aquest cas no tenim la funció que hem d’optimitzar, només ens basem en l’**error d’entrenament**.
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**Overfitting** s'utilitza per a dir que un model ha començat a alucinar trobant particularitats aleatòries als individus de les dades. L’indicador més típic és tenir 100% accuracy al training set i un ~50% al testing. Una manera senzilla d’entendre-ho és dividint l’error en dues coses:

* **Bias**: tendència del model a aprendre la mateixa cosa que està malament.
* **Variància**: tendència del model a aprendre coses aleatòries no respectives a la realitat.

És bastant típic que assumpcions falses fortes siguin millors que assumpcions certes dèbils, perquè un model amb aquesta última necessita més dades per evitar overfitting. Hi ha diversos mètodes per evitar overfitting:

* Afegir el **terme regularitzador (alpha)** a la funció avaluadora penalitzant les branques dels arbres amb estructures més complexes.
* Fer el **test de significat estadístic** per veure si l’estructura de la classe és similar o no.

Tenir dades del training set amb la classe etiquetada incorrecta pot empitjorar el overfitting, però tenir **soroll** en les dades no és la única cosa que pot produir overfitting. També passa quan s’intenta avaluar en el testing diferents hipòtesis i el model està basat en tests estadístics estàndards que només avaluen una hipòtesi.

**False discovery rate:** controlar el nombre d’hipòtesis no nul·les acceptades erròniament.

**Curse of dimensionality:** com més paràmetres/features vulguem tenir en compte, més difícil és classificar per al model. Models com el k-nearest neighbor deixen de funcionar perquè hi ha masses paràmetres a tenir en compte i massa soroll, a un cert punt tots els punts semblen estar a prop en 2 dimensions quan l’espai sencer són d dimensions.

**Blessing of non-uniformity:** normalment els exemples no es reparteixen en les diferents dimensions, sinó que normalment els que són similars solen estar a prop entre ells o estan tots en les mateixes dimensions menors.

No hi ha manera de garantitzar quan encertarà o fallarà un model, ni tampoc de determinar quan és bo o dolent a partir de cert ràtio de fallades. La theoretical guarantees només serveix per entendre el disseny de l’algoritme.

La major part del temps per fer un model no es gasta en fer ML sinó en preprocessar les dades, ajustar paràmetres, analitzar resultats, etc. Normalment que el model aprengui sol ser el més ràpid de tots els processos. Feature engineering és difícil perquè és domain-specific, però la idea és que els ML puguin poc a poc començar a automatitzar això.

Normalment un model amb més dades que un altre més intel·ligent però amb una quantitat de dades modesta acabarà sent millor per la quantitat de dades. Però les dades no és el més important ara (a diferència de fa 20 anys), sinó el temps. Tenir un model massa complex que tarda massa en aprendre no és factible avui dia, de manera que s’acaben fent servir més de simples. Hi ha dos tipus de models:

* **Tamany fix**: la seva representació té un tamany fix, com classificadors lineals.
* **Tamany variable (non-parametric learners)**: la seva representació canvia en funció de la quantitat de dades que tenim, per exemple arbres de decisió.

Avui dia no hi ha algoritme preferit, sinó una combinació de tots és el que fa que sigui millor.

* **Bagging** es refereix a crear diferents versions del training set i combinem els resultats votant. Redueix variància i incrementa només un pèl bias.
* **Boosting:** els exemples del training set tenen pesos, de manera que en noves iteracions es tingui més en compte els errors anteriors.
* **Stacking:** l’output de classificadors individuals es converteixen en inputs d’un model més alt nivell que mira una manera de combinar-los.

La diferència entre model ensembles i Bayesian model averaging (BMA) és que en el primer tenim pesos més o menys similars i en el bayesian ficar un pes és tan gran que és gairebé com escollir un algoritme.

Occam’s razor diu que si tenim dos classificadors amb el mateix error d’entrenament, el més simple dels dos ho farà millor en les dades de testing. Però això no sempre és cert, l’exemple més bàsic és les màquines vectorials de suport que no tenen overfitting per molts paràmetres que els hi fiquis.

Només perquè una funció sigui representable no vol dir que es pugui aprendre.

Correlació no implica causalitat. L’exemple de que bolquers i cervesa es compren junts diu que hi ha una correlació entre les variables, si els posem junts vendrem més que ficant-los separats. Però això és només una suposició, ja que el que tenim són dades observades, mentre que el model normalment té dades experimentals on el model no ha pogut influir en la decisió.

2. The Barcelona declaration for the proper development and usage of artificial intelligence in Europe

La IA s’ha aplicat en molts camps, inclòs no tecnològics. Mentre que la gent es preocupa per si les IAs seran capaces de reconfigurar-se a si mateixes i acabar dominant el món, els que treballen en l’àmbit saben que no és possible que passi i tenen altres preocupacions:

* Es fa més difícil lidiar amb la societat perquè les xarxes socials polaritzen les opinions. Per a poder fer accions col·lectives es necessita estar d’acord i en aquest cas la IA hauria de facilitar un consens, no destruir-lo.
* Deep learning és el mètode que ha provat ser més efectiu per reconèixer veu però temes humanístics com decisions financeres o aplicació de la llei són problemàtics des del punt de vista humanístic. També gent que busca feina està frustrada perquè no sap com passar el filtre de la IA, la qual es basa en la classe, raça, gènere, etc.
* Altres temes que fan pensar és qui serà el responsable en cas d’accident en els cotxes autònoms? Com encara no hi ha cap consensus per evitar el seu desenvolupament, no s’ha pres cap mesura fins al moment.

A Barcelona s’han fet inicitatives per a evitar el desenvolupament desenfrenat de les IAs. Es va fer un workshop:

* Sessió 1: està la IA preparada per a ser desplegada a gran escala? Està el State of the Art preparat per a afrontar els reptes que demana la societat? Com poder-la fer confiable?
* Sessió 2: com es pot fer servir per a fer el bé, no només per a l’ús comercial? Com afecta la propaganda política a la IA i com podem tractar els seus problemes?

També s’han fet presentacions:

* Sessió 1: com està presentada la IA en la cultura popular?
* Sessió 2:
  + Part A: com transforma l’accés a la informació.
  + Part B: per què ha crescut tant i tan ràpidament?
* Sessió 3: millors pràctiques per fer desenvolupament i desplegament de IA.

Es va signar una declaració pels participants d’aquests debats. Resum:

1. **Scope**: considerem:
   1. Knowledge-based IA: intenta modelar el coneixement humà en termes computacionals. Fa servir ontologies, sentit comú general, etc.
   2. Data-driven IA: deep learning per exemple que en base a una gran quantitat de dades es busquen patrons per a poder predir el comportament en una futura situació.
2. **Inversió**: Europa necessita ficar més esforç en IA.
3. **Prudència**: es necessita comunicació honesta sobre les fortaleses i límits de les aplicacions amb IA.
4. **Fiabilitat**: és necessari crear una organització per verificar i validar la IA.
5. **Responsabilitat**: les aplicacions amb IA han de ser intel·ligibles, poder explicar la base de les seves decisions. Responsabilitat ha de venir abans que el desplegament de la IA.
6. **Identitat**: sempre ha de ser clar si estem tractant amb una IA o amb un humà. La solució pot ser obligar a ficar una marca d’aigua per a trobar els culpables en cas de que la IA s’hagi utilitzat per a propòsits com manipular les opinions de la gent, extorionar, etc.
7. **Autonomia**: es necessita ficar regles per restringir el comportament autònom.
8. Mantenir coneixement humà: la intel·ligència humana s’ha de preservar com a coneixement futur.

Problemes que van sorgir durant l’establiment de la declaració:

1. **Avui dia hi ha una necessitat encara més gran de clarificar què volem dir amb IA quan discutim temes legals i ètics.** Es creu que la paraula IA s’està fent servir de paraigües per a referir-se a una gran quantitat d’operacions com són el reconeixement de patrons, anàlisi estadístic, etc.
2. **Els plans per a suportar el desenvolupament i desplegament de IA encara s’han de concretar a Europa.** Hi ha plans per a fer coses però a Europa és força raro trobar finançament.
3. **Necessitem més prudència amb el que la IA pot fer.** Els rumors de que la IA ens conquerirà només són rumors, no són possibles realment. Una IA no pot intentar enganyar i no pot saber quan l’altre està enganyant. Posa l’exemple de que l’article a Facebook dient que van parar un experiment perquè dues IAs van començar a parlar un llenguatge que nosaltres no enteníem, però que realment no el van parar per això sinó que jugaven amb les paraules i confonien al públic, quan en cap moment es deia explícitament que s’havia aturat l’experiment per això.
4. **No hi ha mecanismes de certificació de les IAs.** És difícil fer una certificació per a les IAs per a determinar quins requeriments ficar.
5. **Responsabilitat a través de IA explicable i persona legal.** Es necessita poder explicar com una IA ha arribat a una decisió concreta i qui és el responsable d’aquesta decisió si algo va malament. D’aquesta manera podem veure com millorar-la i si té algun bias.
6. **La identitat de sistemes de IA segueix estant borrosa.** La persona ha de poder saber que està parlant amb una IA, la meta de la IA no ha de ser poder enganyar als usuaris perquè pensin que estan parlant amb una persona. A les persones no els importa estar parlant amb una IA si saben que és una IA.
7. **La major part dels problemes de l’autonomia de la IA encara estan oberts.** El problema és veure qui és el responsable quan es prenen decisions com IAs amb armes, o amb cotxes autònoms, etc. Per als cotxes autònoms a Alemanya s’ha implantat una llei que et fa responsable legalment i que els desenvolupadors han de seguir. Com a Europa no s’ha implantat cap encara, és possible que en un futur els requeriments col·lisionin amb els d’altres països. Hi ha una segona manera d’abordar-ho que és aplicant moralitat i ètica als models, però això encara està molt verd.
8. **Mantenir coneixement humà.** Les IAs no s’han de fer servir per a reemplaçar els humans sinó tractar-les com a eines i assistents que ens ajuden a ser més eficients. Cadascun tenim diferents virtuts: nosaltres ens adaptem millor als canvis i a les coses noves, mentre que les IAs poden recordar moltíssima informació i trobar patrons.

La conclusió és que s’ha d’educar en aquest tema per a no tenir backlash d’expectatives no complertes i per a evitar el mal ús de la IA i efectes secundaris. A més, la responsabilitat final del seu ús acaba sent tant dels usuaris com dels seus desenvolupadors en cas d’accions malicioses.

# 3. Resum temari classe

## 3.1 Introducció general a machine learning (ML)

L'aprenentatge automàtic s'analitza com una disciplina destinada a desenvolupar algoritmes capaços de realitzar tasques complexes mitjançant la identificació de patrons en dades.

Un aspecte important a considerar en l’aprenentatge supervisat és l’error inherent associat a les dades etiquetades. Aquest error pot derivar tant de biaixos humans en el procés d’etiquetatge com de la manca de precisió en la definició de les categories. Per exemple, en problemes complexos com la classificació d’espècies biològiques, les diferències poden ser subtils i subjectives, reflectint la limitada comprensió humana de la realitat. Aquests errors poden impactar en la capacitat del model per generalitzar i predir amb precisió, fins i tot quan l’algorisme en si funciona de manera òptima. Per tant, és fonamental tenir present que els models d’aprenentatge supervisat només poden ser tan fiables com ho són les dades amb què s’han entrenat.

### Exemples:

**Reconeixement de dígits manuscrits:**

* El sistema processa imatges de dígits i els classifica com a nombres del 0 al 9.
* El desafiament principal rau en les variacions en els estils d'escriptura dels usuaris.
* Per exemple, com el "6" pot tenir diferents formes segons el manuscrit.
* La solució es basa en entrenar models que puguin generalitzar i identificar característiques comuns malgrat aquestes variacions.

**Conjunt de dades Iris:**

* Es classifiquen flors segons atributs com llargada i amplada dels pètals i sèpals.
* L’objectiu és predir l’espècie d’una flor nova basant-se en exemples etiquetats.
* Aquest problema és un clàssic de la classificació supervisada.

### Categories de problemes en ML:

* **Classificació:** Assignació d'exemples a categories predefinides.
* **Regressió:** Predicció de valors continus (com preus d'habitatges).
* **Altres tasques:** Exploració de patrons o agrupacions sense etiquetes (clustering).

### Avantatges de ML:

**Automatització de tasques complexes**: L'aprenentatge automàtic permet resoldre problemes que són difícils de programar manualment, com el reconeixement d'imatges o la classificació de dades, amb menys esforç de programació.

**Capacitat d'adaptació**: Els models poden ajustar-se a dades canviants, aprendre patrons nous i millorar amb el temps amb més dades d'entrenament.

**Diversitat d'aplicacions**: El ML té aplicacions en camps molt variats, com la biologia computacional, les finances, la detecció de fraus, la medicina, la classificació automàtica de documents i la predicció del comportament del mercat​.

**Generalització**: Els bons models de ML són capaços de fer prediccions fiables en dades noves, sempre que estiguin ben entrenats i no sobreajustats​.

**Optimització de recursos**: A través de l'ús d'algorismes d'ML, es pot aconseguir una millor presa de decisions basada en dades i reduir la necessitat d'intervenció humana en certes tasques.

### Inconvenients ML:

**Sobreajustament**: Un problema comú és que els models poden ajustar-se massa a les dades d'entrenament, fallant en generalitzar bé a dades noves. Això pot succeir amb models excessivament complexos​.

**Dependència de les dades**: La qualitat dels resultats d'ML depèn de la qualitat de les dades. Si les dades estan incompletes, són sorolloses o tenen biaixos, això es reflectirà en els resultats dels models​.

**Complexitat tècnica**: La implementació i optimització de models d'aprenentatge automàtic pot requerir coneixements especialitzats i una comprensió profunda del domini d'aplicació.

**Alt cost computacional**: Alguns mètodes avançats, com les xarxes neuronals profundes, poden requerir un gran poder computacional i temps d'entrenament prolongat, especialment amb grans conjunts de dades.

**Problemes ètics i de privacitat**: Hi ha riscos associats amb l'ús de dades personals, com en els sistemes de reconeixement facial o la detecció de fraus, que poden plantejar dilemes ètics i problemes de privacitat​.

## 3.2 Tipus d’aprenentatge automàtic (AA)

### 3.2.1 Aprenentatge supervisat

#### Quan s’utilitza:

* Quan tenim un conjunt de **dades etiquetades** amb **resultats coneguts**.
* Requereix una **associació clara** entre les característiques d’entrada (**atributs**) i els valors objectiu (**etiquetes**).
* Es fa **l’assumpció** que el **conjunt d’entrenament** és **representatiu del món real** (les dades futures són similars a les d’entrenament).

#### Objectiu:

* Entrenar un **model que pugi predir** **etiquetes** o valors desconeguts per a noves dades.
* En classificació: assignar una instància a una classe concreta.
* En regressió: estimar un valor numèric.

#### Problemes comuns:

* **Sobreajustament** (overfitting):
  + **Problema**: Quan el model s’adapta massa a les dades d’entrenament i perd capacitat de generalitzar.
  + **Resultat**: Mal rendiment en dades noves (no vistes en l’entrenament).
  + **Solució**: optimitzar el grau del model. Divisió de dades.
* **Subajustament** (underfitting): Quan el model és massa simple i no captura les relacions entre les dades.
* **Dades desequilibrades**: Quan una classe domina en el conjunt d’entrenament, el model pot esdevenir esbiaixat.

#### Importància de la Representativitat del Conjunt d’Entrenament

En l'aprenentatge supervisat, assegurar que el conjunt d'entrenament sigui representatiu del món real és fonamental per garantir la generalització del model. Si les dades d'entrenament no reflecteixen adequadament la distribució de les dades reals, el model pot mostrar biaixos significatius i un baix rendiment en situacions pràctiques. Això pot ocórrer, per exemple, quan hi ha desequilibris de classes o quan certes condicions del problema no estan ben capturades en el conjunt inicial.

Aquesta representativitat es pot millorar utilitzant tècniques com la selecció estratègica de dades, l'augment de dades per a classes minoritàries o la validació amb múltiples conjunts per detectar possibles problemes de biaix. A més, cal tenir en compte que els errors humans en l’etiquetatge també poden influir en els resultats, afegint un grau de soroll que pot desviar el model de la realitat.

#### Exemples d’aplicacions:

* **Classificació**: Identificar correus com a spam o no-spam, reconeixement facial.
* **Regressió**: Predir preus d’habitatges, preveure consums energètics o valors borsaris.

### 3.2.2 No supervisat

#### Quan s’utilitza:

* Quan **no es disposa d’etiquetes** per a les dades.
* Les **dades** han de tenir **estructures o patrons latents** que es poden descobrir.
* Es fa l’assumpció que les **dades es poden agrupar o estructurar** d’alguna manera útil (clústers, dimensions reduîdes, etc…)

#### Objectiu:

* **Descobrir** estructures ocultes, agrupaments o patrons en les dades.
* **Aconseguir representacions simplificades** de dades complexes.

#### Problemes comuns:

* **Interpretabilitat**: Els resultats poden ser difícils d’interpretar, especialment en clustering.
* **Sobregeneralització**: Algoritmes que identifiquen patrons allà on no n’hi ha.
* **Escalabilitat**: Treballar amb dades molt més grans pot ser computacionalment costós.

#### Definició de Semblances i Jerarquia en Agrupacions

Una de les dificultats principals en l’aprenentatge no supervisat és definir adequadament la semblança entre dades per formar agrupacions significatives. La qualitat dels clústers depèn de la mesura de semblança escollida, com ara la distància euclidiana, la distància cosinus o altres mètriques específiques que capturen millor la naturalesa de les dades.

A més, moltes dades complexes presenten estructures jeràrquiques, on els grups no són independents sinó que estan organitzats en diferents nivells de granularitat. Per exemple, en una estructura jeràrquica com un dendograma, cal decidir a quin nivell "tallar" per obtenir els clústers finals, fet que requereix una comprensió prèvia de la naturalesa de les dades. Aquest enfocament és especialment útil per problemes amb una complexitat intrínseca elevada, ja que pot capturar les relacions entre grups de manera més detallada.

#### Exemples d’aplicacions:

* **Clustering**: Segmentació de clients, agrupament d’usuaris en xarxes socials.
* **Reducció de dimensionalitat**: Visualització de dades d’alta dimensió.
* **Regles d’associació**: Anàlisi de cistelles de compra, detecció de patrons de consum.

### 3.2.3 Per reforç

#### Quan s’utilitza:

* S’utilitza quan un agent pot interactuar amb un entorn.
* Requereix un **mecanisme de recompenses** que indiqui al model quan les accions són correctes o incorrectes.
* Es fa l’**assumpció que l’entorn proporciona informació suficient** per aprendre estratègies òptimes.

#### Objectiu:

* Aprendre una **estratègia òptima** que **maximitzi** les **recompenses** acumulades.
* Desenvolupar **sistemes autònoms** capaços de prendre **decisions seqüencials**.

#### Problemes comuns:

* **Exploració vs explotació**: **Determinar quan explorar** noves accions **o** **explotar coneixement** adquirit.
* **Sparse rewards**: Situacions on les **recompenses són escasses o retardades**, fent l’**aprenentatge més difícil**.
* **Alt cost d’error**: En certs entrons, els errors poden ser costosos de corregir.

#### Exemples d’aplicacions:

* **Robòtica**: Robots que aprenen a caminar o a manipular objectes.
* **Jocs**: Algoritmes que juguen a videojocs o escacs millor que els humans.
* **Gestió de recursos**: Optimització de trànsit, control d’inventaris.

## 3.3 Mètodes i algorismes 3.3.1 Aprenentatge Supervisat:

#### 3.3.1.1 K-Nearest Neighbors (KNN) - Classificació

**Descripció bàsica del mètode**:

* KNN és un algorisme d'aprenentatge supervisat utilitzat per a classificació i regressió.
* La idea principal és assignar a una instància la classe més freqüent entre els seus **K veïns més propers** (en termes de distància).
* Quan K=1K = 1K=1, la classificació es fa segons la classe del veí més proper. Quan K>1K > 1K>1, es prenen els veïns més propers i s'aplica una votació per majoria per decidir la classe.

#### **Ponderació per distància en KNN**

Un problema comú en l’ús de KNN és la sensibilitat a dades desequilibrades i sorolloses. Per abordar-ho, s’utilitza la **ponderació per distància**, que assigna més pes als veïns més propers durant la predicció.

* **Mecanisme**: Cada veí contribueix a la classificació o regressió en funció d’un pes proporcional a la seva distància. Per exemple, el pes pot ser invers a la distància: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEIAAAAlCAIAAAB5x6hdAAACrUlEQVRYCe1YLbKkMBB+V8k1coGoVbioUbipFSgcB8ChUHFRKFzEVtbEtYqKi8LlEK9CGAIMDFW8mX0zbycqnZ9Ovv66Ow0f6Ee0jx+BAr1hPBOPbzbebByxAM2yZHPf8ztVkteNANM5K/IXhoGTU0oJgxeHERh4w9j0xG+YeLPxDUbfPPK/ZIOcS8brPMGjWXBCB4lkNSvTODMueWwnZRJAW+dcZwCgKdaOmz5/lIHVgkvjOlWFxZiBc1ZkCKFKOeecbraf0jX9/2hsAqNSRpYY5cI6p3mwen/3gAmHiQkMQk8T2mYXLqXtdpuV5WzTF4QIoxCqOSNUyM6jCDYvgzA4EubaXWhC6BfXzgH7wtl33BphBKUzFGlrnDNtOpyXtgZYjI0YNXe8T1TlXfhmi0vR8utv5jje+pNKJuE6RgZOTpRMFc37vhDab7c0zPXtSQs2QkQPlWSPaXQbj2LwNcqkEtKMvnd9CC0Y32/l+Xrn+sjZpyvQ4N1+rS1g+JDuhsijjY6pCZeyTwBeRyEUT7zDRXLWVN93DNcw3mypmcECBqIMupCgjYWGSxsEbXSbX8KCJAk+exQDOUutD5G9a0wjc3IIA7eE4Wd7x77k0pkw7vVKVY09oHHsQZ3wvXGD/FxYuwZj/z4+n6ka9961v/rwCpw1YEHwRmq7/fXHwIpjMHJhOxBSRUc7fNXtjbhSXecfZIQQmwQGrcVVRXIMRu9490uXq1B89F2yzSwwaFEXdLHlKIyFmgeIPvcPNcMQGJgQTLKaV9lVQD41jOFfiM/8VuRpK//+aXkl7PiWjdZ7Xhg4F8aophEAEqwFqQT7nSS5MKp+ITa8pWPJQ2gIxUJaVedVdRqJ6DvPy8b8noPkKyLRCL6sSV4MBkKIkJWS9PVgrLL0hrFqlm8a/ATiD0XL8va0lAAAAABJRU5ErkJggg==)​, on d\_i​ és la distància al veí i.
* **Avantatges**:
  + Redueix l’impacte del soroll de veïns més llunyans.
  + Millora l’eficàcia en dades desequilibrades, ja que dóna més importància als punts propers a l’exemple objectiu.
* **Aplicació**: És especialment útil en conjunts de dades amb distribucions no uniformes o on algunes classes són minoritàries.

### **Funcionament**

1. **Càlcul de distàncies**: Les distàncies entre la instància objectiu i totes les instàncies del conjunt d'entrenament es calculen mitjançant una mètrica, com ara:
2. **Selecció dels veïns**: Es seleccionen els **k veïns més propers** basant-se en la mètrica de distància.
3. **Predicció**:
   * En **classificació**, la classe es decideix per **votació majoritària** entre els veïns seleccionats.
   * En **regressió**, s'utilitza la **mitjana** dels valors dels veïns, ponderada segons la distància si es desitja.

**Càlcul de la distància**:

**Distància Euclidiana:**

* És el mètode més habitual. Es calcula com la distància recta entre dos punts en un espai n-dimensional.
* S'utilitza en situacions on les característiques tenen magnituds comparables.
* Formula: ![](data:image/png;base64,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).

**Distància de Manhattan:**

* També coneguda com a distància de la ciutat o taxicab, es calcula com la suma de les diferències absolutes entre les coordenades corresponents.
* S'utilitza en espais on el moviment segueix una graella, com en xarxes de carreteres.
* Formula: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHUAAAAZCAIAAACAUPbKAAAElElEQVRoBe1ZrbasIBS+r8Jr8AKmm2ymk2ymSbZ5gGmmSTaSiUYi0UgkmonmQ9y1QRxwRMfRc8+dta7hDIJsPj72L+cX+v98JwO/zhOeFWWRgTicf5VfOT5P8gdLOovfvOWSi95IxqSgpINmm38wMSdBD/kFvdv1OHUFJCUVrC6pHnpWW8VtBDQPgcR58YlGEMMO+a1ZP8BjtEw/ujfGfgV/xH30AjjLMCZq0LS0nIIo2R5zETWTB0/o0PG+OzmGHfKL0MiwV8LkEll1ZwpoDjlsxGD4zc6pqB4UyXGeW4eclLM6EANd/fRfGoxhx/wiVBBlVVg0m8qXXVkPLI6bg7MRjX0Ztbeiglbvbz0G+r6cvzwzhj3nF6GilaCZRrbFJrKKatU5gsH5erIrqo1kQo6+eFPM8gcx0OVv/sHeGPYzvwjhRlgXq8gmwzj/8kEuK3wLNh2/vUVDDPQtET8xKYa9xC9C+OGIfwKiWzMGavuy6taS9laBV8d5fSftrdz0Y4d3YFe912EykxXJBD+GvcxvxPD3b2CZgRgonLnuJSWEKWMk40rxjsp+0J1LWZaFHO4tWtkrRrgezBhdECo7PQyK/F4UHsNO8YsQKjob6jaTicVVTuiMgOJGaH5zR93KAbaXg8sf4jR7Ra/eQuSXtfbsGc2BmEd2H/hIWCOCjVb4DUOdTxLeAvnmpAjojUuvpxdI021YLRrKyOWRAv6G5Ee2i+ttF09h+PAirkzSGqErN/ZEXXcjIPV3qRJCkEX17OJn7OHXM2zkfdkWJqHf0Yj4fSww057HgPXJyZLv2qVrJjfC25Sjiem9ObIntzkL5THsVf21bljrHWnWzFaizS+94MslmSHHQP1sDN7B1zG+0/7uXTuavPbinMOYhyJrPr5ORc8OKYa9yi/49lfS4Anc3FamgadGdSOUqz5pzjNHhutOatXVCFnj9GUjboRyJUzRcsH4IwV/WvBAB5zo5G6t+bjzxTUVnMre8Gsg/VV+IV7vUV27xMxWgmVnzawov3JX581GptcQqA1pRjQuNR83CwhVZ3P0KxMu3vlyZ5JyQiPgd0xcrfPNiWBXOO/YmkLYqE3pb9FKxZs99QXUFMmkcHmXr/NbEGV6JaXWgnTS2BsopR8IszzH46XH8lJHeuEc3aWX6m3h5cwHblfwHegN1TeOb8v8vuwXik6Nnii2lbVgHYTp1/m1FWE53t/DST7anjkQJu4YmPZd5/xam7Q7chY3XQMgBMFA0yq6x4r0dyE/e9kv4JJIM9I7sxUorVJPc5n2v4vfDbIgxos7to5i49M9w7m9jRnzL/sCXmqUkNsb2cpt3ktd5/dF1c0uRMJlsY+jCVvxayZ+z+S3ZvDPEy6ou99PrLi7G7IFo0FodqXauKaXAnxrzgQPr8JW+AXvbTRPaR4hlEsptXNCcI3p6YUFQ1v5Af21//YLfI/n4Ohv0TDV91r3vRZhLTPKfY45aX5rOKA9j/IlFUIospVT/G/ZsUD+UZ7+2vwYdip/2A1n0VbSUmw5pSEaQ1qQLp3SEj5j5DR+bYTfmZ99BkWHUP4Bib7J2B7P+8cAAAAASUVORK5CYII=).

**Distància de Minkowski:**

* És una generalització de les distàncies Euclidiana i de Manhattan.
* El paràmetre p determina la seva forma. Quan p=2p = 2p=2, és la distància Euclidiana, i quan p=1p = 1p=1, és la distància de Manhattan.
* Formula: ![](data:image/png;base64,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).

**Distància Cosinus:**

* Més adequada per dades de text o vectors de freqüència. Mesura la diferència angular entre dos vectors.
* Formula: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAAjCAIAAACIMMqoAAADkElEQVRoBe2Yr3LkIBzH+ypM3yKiohV5AEwnas3tzIlVW3G4VacyU5FpZ6JwUVE4FApVVFRMJwqXh7iBBJYjJLvbu224uWJC4PeD3yf8/eYG/JfpJn7q19fX29vb5ThfXl6WDbzaGLEfHx9/mvT8/Pz29vbw8ODF7dm8v797BsuvMWKriBO42WYpAPDbj6en78kUIs10vaqAEN7f309NFkpixE5QzRmpat62gnNGedvRg8uQICo4EZ1kujjBom/rjWtxKh8h9o4wslNxY9F3FO1Jqx4AgHSf59sEAFhxegAF7yXLlV3BR4NTsMd6HzvZlrT+7dMebT8pl6SpntQ5kyPX0DGiXd+3ZAcSCNOkVNQ60JzJnheXBTdiQ1RWhIm26/u+F/iyNq5jrSgFVh9AYao+zGir/HGst6TtmxpeFoSDXeF8VzWrY0MVg8CKpiVbAEBWqzntJSzG0clqY+dZLL56kxyLGLA7QSjnoukaWhEuCJru5Lu6lbq2680SX+T0KuPDVrM528Bhdm+GjBc0SPdlsU/hZpMVXI5L3LdZfI8SezFiAIBa9upMSxDtpMDZKftp/T+JnaBaCM5EI0jxAWYAwOXY6v60nNTtKvJ0OfahFicSw2oDDid1QK6XbEyXY1vXj2ZQnutTFiKkL2NL7cA8V/czAHYImaM5VBZuY76nFbAx1VdNgCgN34scpWltjJPe0EY/p8zDHnWoMbCtWLMQdlNNz0nr8OeZaTCeinSUpg3YOM1gey2MOtQ42VZM8Nhgl1xK6Sw6KWVD9sbsrz5NMFiEbsEQwru7O9OhCRhRMUwRB9stM/bqedShsz1ZbNfvyvmZYNJsO9xNHCVtF4KLGPoUwHWy8c/0ND3ArMcVM4FgspJxWle06RrBOaGNbCq9g4UQJ2Wz8jvQ08hlJvkVMf2mJ8EkBWOl2k5G0VWKXgp8Nva8/J70ZEOJARukqb7gwLrxJeRkZANre15+R449DIL6NzT8RgEp1FJEjf9wWJ1a22H5HTf2QSuLfcH74S9JkjM+LO2zscPyO3rslhHGuWhbXtdUMCuqzh3tsPyOG1v/Hh70i38OnYc9J7+jxDZIdnsNZKyNIXC2NGDKZuX30cC/Bq+4k1ukAK4psjaGIIQ9K7+Nk23FNOvrbVt+xYzVRUZdLfRl1ZZxUpdP4+eUhZswBtbDmq0w2rbvFTNf2Ct+/E/v+mu0P/2Tr9jhL/7EVna34jk4AAAAAElFTkSuQmCC)​​.

**Distància de Mahalanobis:**

* Té en compte la correlació entre les variables i és útil en espais amb escales de magnituds molt diferents.
* Formula: ![](data:image/png;base64,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)​, on S és la matriu de covariances.

### **Selecció del valor de k**

* **k petit**:
  + Major adaptabilitat a exemples específics.
  + Risc de sobreajustament (**overfitting**), ja que el model es veu afectat pel soroll.
* **k gran**:
  + Reducció de la influència del soroll.
  + Possible subajustament (**underfitting**), ja que es perden patrons locals.

L'elecció òptima de k es pot determinar mitjançant tècniques com **validació creuada**. Mes a la secció 3.11.

**Tècnica del "hold-out":**

* Mantenir un conjunt de dades no utilitzat durant l'entrenament, conegut com a conjunt de test.
* Un cop seleccionat K , verificar-ne el rendiment sobre aquestes dades mai vistes.

### **Impacte de la normalització**

Les característiques amb escales diferents poden desviar el càlcul de distàncies. Per això, normalitzar les dades (e.g., escalar a un rang [0,1]) és fonamental en KNN.

**Ponderació per distància:**

* Assignar pesos als veïns segons la seva distància a l'exemple diana, independentment de K.
* Això ajuda a optimitzar el rendiment quan la selecció exacta de K no és clara.

**Aplicacions**:

* Classificació: ús típic per assignar etiquetes categòriques a instàncies desconegudes.
* Regressió: pot predir un valor numèric continu basant-se en la mitjana ponderada (o no ponderada) dels valors dels veïns propers.
* Exemples mencionats inclouen la classificació d'espècies de flors i la predicció del preu d'habitatges.

**Aspectes tècnics**:

* **Ponderació per distància**: En problemes de regressió, es pot aplicar una ponderació inversa a la distància, donant més pes als veïns més propers.
* **Sobreajustament**: S’esmenta que KNN és susceptible a dades sorolloses o exemples atípics, per això es poden eliminar instàncies que siguin discordants en l’espai de característiques. Mes a la secció 3.12.

**Avantatges i limitacions**:

* **Avantatges**:
  + Simplicitat d’implementació i intuïtiu d’entendre.
  + Eficaç per a problemes amb estructures locals complexes.
* **Limitacions**:
  + La complexitat computacional pot ser elevada per conjunts de dades grans, ja que cada predicció requereix calcular distàncies a totes les instàncies d’entrenament.
  + Sensible a la qualitat del conjunt de dades i la normalització de les característiques.

#### 3.3.1.2 Arbres de decisió - Classificació

**1. Conceptes bàsics**

* **Definició**: Un arbre de decisió és un model predictiu que utilitza una estructura jeràrquica d'arbres per prendre decisions basades en atributs d'un conjunt de dades.
* **Funcionament**: Els nodes interns representen atributs o característiques de les dades. Les branques representen condicions o regles basades en aquests atributs, i les fulles representen les classes o resultats finals.

**2. Construcció**

**Mètode 1. Construcció de l'arbre de l'arrel a les fulles (incremental)**

* **Idea principal**:
  + Es comença amb tota la base de dades al node inicial (arrel).
  + Es selecciona successivament l'atribut més informatiu per dividir les dades en subconjunts més homogenis, basant-se en un criteri com la reducció de la **entropia** o el **gain information**.
  + El procés continua recursivament per a cada subconjunt fins que es compleix un criteri de parada (per exemple, no hi ha més atributs per dividir o totes les instàncies d'un subconjunt pertanyen a la mateixa classe).
* **Avantatges**:
  + És simple d'entendre i implementar.
  + L'arbre reflecteix directament la distribució de les dades.
* **Limitacions**:
  + Pot generar arbres profunds i complexos que poden sobreajustar-se a les dades d'entrenament.
  + És susceptible a dades sorolloses o amb atributs irrellevants.

**Mètode 2: Construcció completa seguida de poda**

* **Construcció completa inicial**:
  + Es construeix un arbre "complet", és a dir, s'aprofiten tots els atributs i condicions possibles fins que no es pugui dividir més.
  + Això generalment condueix a un arbre molt complex i profund que probablement sobreajustarà les dades d'entrenament.
* **Procés de poda**:
  + Es revisen les branques de l'arbre per eliminar nodes que no contribueixen significativament a la generalització del model.
  + S'avaluen diferents mètodes de poda:
    - **Poda per error de validació**: Retirar branques que no milloren el rendiment en un conjunt de dades de validació.
    - **Poda per complexitat**: Es penalitza la mida de l'arbre, preferint models més simples que mantenen un rendiment acceptable.
    - **Poda basada en mesures estadístiques**: Per exemple, eliminar nodes amb distribucions estadísticament poc significatives.
* **Avantatges**:
  + Millora la generalització, reduint el risc de sobreajustament.
  + L'arbre resultant és més compacte i interpretable.
* **Limitacions**:
  + Requereix més càlculs inicials i necessita conjunts de validació separats.
  + El procés pot perdre informació útil si no es fa adequadament.
* **El procés pot perdre informació útil si no es fa adequadament.**

**3. Criteris per escollir els atributs i mesurar la qualitat de la divisió**

1. **Entropia i informació**:
   * Es calcula la reducció de l'entropia després d'una divisió.
   * Un atribut amb alta reducció d'entropia s'utilitza per dividir les dades.
2. **Índex Gini**:
   * Una mesura de puresa en els subconjunts resultants d'una divisió.
   * Es prefereixen divisions que resulten en subconjunts més homogenis.
3. **Proporció d'errors**:
   * Es compara el nombre de classificacions incorrectes abans i després de la divisió.

**4. Casos especials de construcció d'arbres**

* **Atributs numèrics**:
  + Es defineixen llindars per convertir atributs continus en decisions binàries (per exemple, "és menor que X?").
* **Atributs categòrics amb múltiples valors**:
  + Es poden transformar en diverses preguntes binàries o fer una decisió multi-valor directament.

#### 3.3.1.3 Regresió lineal - Regressio

**Definició i Context:**

* La regressió lineal es presenta com un model senzill que busca ajustar una línia recta als punts de dades per fer prediccions. Aquesta línia representa la relació entre una variable dependent (valor objectiu) i una o més variables independents (atributs).

**Casos d'ús**:

* Predicció de **valors continus**, com el preu d'un habitatge basat en la superfície construïda​​.
* Comparació amb models més complexos (xarxes neuronals o polinòmics), destacant la seva simplicitat i eficàcia en situacions amb poques variables o dades limitades​.

**Avantatges del Model**:

* Facilitat d'implementació i ajust.
* Eina de referència per comparar amb altres models més complexos.
* És especialment útil quan un model més simple pot fer prediccions igualment efectives amb menys recursos computacionals​.

**Aspectes Matemàtics**:

* La regressió lineal calcula els coeficients que defineixen la línia (pendent i intersecció) per minimitzar l'error entre les prediccions i els valors reals.
* Es poden aplicar extensions per fer-la més robusta en cas de dades no lineals.

**Limitacions i Relació amb Altres Mètodes**:

* Es destaca que un model lineal pot no ser suficient per dades molt complexes. Això porta a la necessitat de models polinòmics o no lineals en aquests casos.
* S'utilitza com a punt de partida o model base per demostrar conceptes, abans de passar a tècniques més avançades​.

**Problemes d'Overfitting**:

* En un context d'aprenentatge supervisat, es ressalta la importància d'evitar el sobreajustament fins i tot en models lineals simples. Això es relaciona amb assegurar que les prediccions generalitzin bé en dades no vistes​. Mes a la secció 3.12.

#### 3.3.1.4 Adaptacions de KNN per a predir valors continus - Regressio.

**Context i idea bàsica:**

* KNN es pot aplicar no només per a **classificació**, sinó també per a **regressió**, quan l'objectiu és predir un valor continu en lloc d'una etiqueta categòrica.
* En el cas de regressió, es fa una predicció sobre el valor d'un atribut per a un objecte desconegut utilitzant els valors dels veïns més propers en el conjunt de dades d'entrenament.

**Funcionament per a valors continus:**

* **Predicció basada en la mitjana ponderada dels veïns:**
  + Per predir el valor d'un atribut, es fa servir la **mitjana dels valors** dels veïns més propers (K veïns).
  + Els veïns contribueixen de manera diferenciada segons la **distància**: com més a prop estiguin, més pes tenen en el càlcul de la predicció.
  + El pes s'estableix com una **funció inversa de la distància**. Per exemple, el pes per a cada veí pot ser proporcional a ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAcCAIAAADuuAg3AAABTUlEQVQ4Ee2TIZKEMBBF5yp9jVwgB8BFjcKhUDgOgEONikNFRWxVVFTMVoutqLiouBxiK4SqASYM1K5Zsa1C81/9/g25wVmRtm0ONLeDPgA0wyS19TEiPxC9gSmr71Wn/I/g2e4f3m39zbZ/tbBeIKILMUZvETWvd74AZ84vwLrxd+B4rfLw18YmLVdaGy16djlzwzUiWvz8QtUSIA8TnFzdzxNn8sAY9IdAzSuAStjNFTuB86UieVYmbDDj8pBaRzCp7jWjtXTRiioJSafQPDaRSzBpBXpUk9DWh+hVBwCMK9lTgHaahufKXpzJaELQwzwcT4EHgDT8Uk6u/tI93EiXAcgM8lXGp2c+7WGOMZpxfrcEJpQe8QU4pwQmbApcS72edGO+h0mnnDNCKESN3qM2Kn3hcu3hpCLVndFZTtlyuA6XlYVuybkgK7e+AfEilQzGlc9jAAAAAElFTkSuQmCC)​, on d és la distància entre l'objecte a predir i el veí.

**Exemple matemàtic:**

* Es dona la fórmula general: ![](data:image/png;base64,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)
  + ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAXCAIAAABiVjOwAAABNklEQVQ4Eb2TLbaDMBCFu5XZxmwAVRUX9VRcVRWuC6hDoeJQqDhUVVxU1LiouFnEO6FwykDoOc+8qPzcL3PvQC7w93H5giBi9fSUwXYiTr7XR6zOYDulTK7rfcrB7rEqc3dhLdA8XHzZqyhWZYTiuNgzqNp+sM9b85Gi+tGbJYBgSm7yowuZaTQL1fnM+fUAgHZKzMEK5uYojhrQBl5UAPB8ZeY4lK5XmKsN3iKoIW4Q44iZ3Fp0ri28lR2JqDEyp6n9pINdHoDV2HMRFZvsO4GIPOVk9fxWvcOM6jtzX3pTVNqGvA2z3nfIMwtTDCFQYhZhThhUWiE02hijlej5xp6oM19UvloZ84LcbSNepoIpF8+/P5rep5OXsOs13odAiYgSBdeZ+ovbMUcb1R3hrao4bv4X8wvG+zqY/taL1gAAAABJRU5ErkJggg==)​: Valor predit.
  + ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAOCAIAAABCerDeAAABL0lEQVQ4EY2RIbLEIAyG9yq5BheoWoVDrcJVrarrAeqqqnBVVThUFQ6FikPhcog3tEDpdGbnoRL4v/xJeEFzGB+WVU19d90x/hFNej3Aq8ZsMIh20y4SbjJfzzZS3McqqsFgKtlr9JsAphxd2mmPRH5lGejEh+f4It/KWcWAr74BpUYi1LmBd3pzqthWz+PiDvLNEwUzFC3jolgCNHMClFanLE2Nk53P7LGqm+dgQtPPOeTGAUCo3Zodya8pO8+N/DakUC6WIUdjV56G9kedRF4bOusc8uCdcxiI6pAd56xP4GV5J88NdEJKKfjtd5JHILuwVOPR7TFk2fqRoO6zCsY9JvBo+0Emk2AXAUwuNpxhAZNldGa3eiiWza+w7+owIGJAp2dZFZn+/SvV4j/BHw6tEdD4r5zHAAAAAElFTkSuQmCC)​: Valor del veí iii.
  + ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAAQCAIAAACDRijCAAABVElEQVQ4Ea2SK7LDIBSGu5WzDTYQdRUOVYWrqsJlAXFRUbioKBwKhUOhcCgci7jDK5CZTmfaaQycB1/+88MNfvTdfsSBDkKYbTtfHlNHT4SUCNGFb8+h0nvaroIQk87pQ5gQ3UFLkUkfo+EAQIWLMQa1tFPjyk2MXrICooe1BwG025zMffm0E5lKuAkXEML3KhZG0B/XakWAEyeoOXPwMUABmPQVmqqz9NHL5yise3TlwKpjjHptvat2krUA4HTvTHUQShpPH7JBdke1cVauOzSRO26FF6Dr0Tr5wCkTIya0EsY3B16Asrn2wKmEFhW6PFKuIhXwruWcxj6lX8wu2PQEYvTWGOud3IUNOTDO6Y3UPyOMJ7QlThEI8AKUeydCKW03ewkqCpKXTjwSsqXS2s0es2/26Y048SgzDn2fg7gJTkmteBu30D4GQXpEb69/kPnN9h8Q00zD69hCrAAAAABJRU5ErkJggg==)​: Pes assignat al veí iii, que depèn de la distància (inversament proporcional).
  + k: Nombre de veïns considerats.

**Avantatges i consideracions:**

* L'ús d'un **sistema de pesos** permet que els veïns més propers influeixin més en la predicció, reduint l'impacte dels veïns més llunyans.
* L'elecció del valor de k és crucial:
  + Un k molt petit pot conduir a un model sensible al soroll (sobreajustament).
  + Un k molt gran pot diluir la influència dels veïns més propers, reduint la precisió.

**Aplicacions pràctiques:**

* Predicció de valors en propietats físiques, com el preu d'habitatges o mesures contínues basades en característiques similars a les dels veïns més propers.

### 3.3.2 Aprenentatge No Supervisat: Clustering:

#### 3.3.2.1 Tipus de clustering

#### **Clustering Jeràrquic**

* Organitza els punts en una estructura jeràrquica, representada normalment com un **dendrograma**.
* Aquesta tècnica és especialment útil quan volem comprendre les relacions entre els clústers en diferents nivells d'agrupament.

**Subtipus**:

* **Aglomeratiu (Bottom-Up)**:
  + Comença tractant cada punt com un clúster independent.
  + Progressivament, combina els clústers més propers fins que tots els punts estan en un únic clúster o fins a un llindar especificat.
  + Exemple de distàncies utilitzades per decidir la fusió de clústers:
    - **Distància mínima**: Agrupa els dos punts més propers de dos clústers.
    - **Distància màxima**: Agrupa els dos punts més allunyats.
    - **Distància mitjana**: Considera la mitjana de les distàncies entre tots els punts dels dos clústers.
    - **Centroidal**: Usa el centroid dels clústers com a referència.
* **Divisiu (Top-Down)**:
  + Comença amb tots els punts agrupats en un sol clúster.
  + Successivament, divideix el clúster en subclústers fins a aconseguir el nivell desitjat.

##### Interpretació de dendogrames

Els dendogrames són eines visuals per interpretar els resultats del clustering jeràrquic.

* Com llegir un dendograma:
  + Cada node representa un clúster.
  + Les altures dels enllaços entre nodes indiquen la distància o la semblança entre els clústers.
* Concepte de tallar el dendograma:
  + Es selecciona un nivell d’alçada per determinar quins clústers finals es formen. Un tall més baix produeix més clústers; un tall més alt, menys.

**Avantatges**:

* No requereix especificar prèviament el nombre de clústers.
* Proporciona una visió global de les relacions jeràrquiques entre punts.

**Inconvenients**:

* Alt cost computacional (sobretot en conjunts de dades grans).
* Decidir on "tallar" el dendrograma per obtenir els clústers finals pot ser subjectiu.

#### **Clustering Particional**

* Assigna els punts a un nombre fix de clústers prèviament determinat.
* Els clústers es formen optimitzant una funció objectiu, com minimitzar la suma de distàncies quadrades entre punts i el centroid corresponent.

**Exemple típic**:

* **K-Means**:
  + Divideix els punts en **K clústers**, amb cadascun centrat en un **centroid**.
  + Iterativament:
    - Assigna cada punt al clúster amb el centroid més proper.
    - Recalcula els centroids basant-se en la mitjana dels punts assignats a cada clúster.

##### Limitacions de K-Means i solucions alternatives

El mètode K-Means presenta algunes limitacions inherents al seu enfocament.

* **Limitacions**:
  + **Forma dels clústers**: Assumeix que els clústers són esfèrics. Això pot fallar en identificar formes irregulars o densitats variables.
  + **Nombre fix de clústers**: Requereix especificar kkk a priori, fet que pot ser problemàtic sense coneixement previ.
  + **Cost computacional**: Per conjunts grans, calcular distàncies en cada iteració pot ser costós.
* **Solucions**:
  + **Mixtures gaussianes (GMM)**: Aprofiten una combinació de distribucions probabilístiques per modelar clústers amb formes arbitràries.
  + **Mètodes jeràrquics**: Permeten explorar la relació entre clústers a diferents nivells sense un kkk fix.

**Característiques**:

* Basat en distàncies euclidianes, el que significa que funciona millor amb dades normalitzades i esferoides.
* Pot fallar en detectar clústers amb formes irregulars o densitats variables.

**Altres mètodes particionals**:

* **K-Medoids**:
  + Similars a K-Means, però usa punts reals com a centroids en lloc de la mitjana.
* **Clustering difús (Fuzzy Clustering)**:
  + Assigna cada punt a múltiples clústers amb un grau de pertinença (valors entre 0 i 1).

#### **Clustering Basat en Densitat**

* Identifica grups de punts que estan densament empaquetats en l'espai, separats per zones de baixa densitat.

**Exemple**:

* **DBSCAN (Density-Based Spatial Clustering of Applications with Noise)**:
  + Defineix clústers com a regions amb una densitat mínima de punts.
  + Té en compte dos paràmetres clau:
    - **Epsilon (ε)**: Radi d'una regió al voltant d'un punt.
    - **MinPts**: Nombre mínim de punts necessaris dins d'aquesta regió per formar un clúster.
  + Classifica punts com a:
    - **Core points**: Punts dins de regions d'alta densitat.
    - **Border points**: Punts a la frontera dels clústers.
    - **Outliers**: Punts que no compleixen els requisits de densitat.

**Avantatges**:

* No requereix especificar el nombre de clústers.
* Pot gestionar clústers de forma arbitrària i detectar outliers.

**Limitacions**:

* Sensible a la selecció dels paràmetres ε i MinPts.
* Dificultat per identificar clústers amb densitats molt variables.

#### **Clustering Basat en Models**

* Assumeix que les dades es generen a partir d'una combinació de distribucions estadístiques i ajusta un model a les dades.

**Exemple**:

* **Mixtures Gaussianes (GMM)**:
  + Suposa que cada clúster segueix una distribució gaussiana.
  + Cada punt té una probabilitat d'estar en cada clúster, en lloc d'una assignació dura.
  + Optimitza els paràmetres de la distribució mitjançant l'algoritme Expectation-Maximization (EM).

**Avantatges**:

* Capacitat per modelar clústers de forma el·líptica o arbitrària.
* Proporciona probabilitats d'assignació, útils en casos amb incertesa.

**Limitacions**:

* Requereix especificar el nombre de components (clústers).
* Pot ser computacionalment intensiu en conjunts de dades grans.

#### 3.3.2.2 Mètriques i validació de clustering

#### **Cohesió (Intra-cluster Distance)**

* Mesura com de compactes són els punts dins d’un mateix clúster.
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* On x\_i són els punts del clúster i c és el centroide del clúster.

#### **Separació (Inter-cluster Distance)**

* Avalua la distància entre els diferents clústers, idealment volent-se màxima.
* Una separació elevada significa que els grups són ben definits.

#### **Índex Silhouette**

* Combina cohesió i separació en una sola mètrica.
* Per a un punt iii: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMYAAABBCAIAAAAFTExqAAAK9UlEQVR4Ae1crbqjPBDeW+E2uIGqVXWoo+qOqsL1AupQKBwKhUOhcCgUDhXHRXzPTBoyIQkQCnv26wbR8pOfyeQlmcyb4VfgD6+BQzXw69DSfGFeA4GHlAfBwRrwkDpYob44DymPgYM14CF1sEJ9cR5SHgMHa8BD6mCF+uI8pDwGDtaAh9TBCvXFeUh5DBysAQ+pgxXqi/OQ2oyB8PoVXWypFx/aMp1yf1GSS/R1DU+pVhbqITXpIrx+3W420IRx2XVVbO+OKGuHNoum0n7mZE3MMK76fqkZB4jtIQVKfNYDG+Fg9dOk1GvWsr78nj+KkrIuEwGj8FkPw8ndNZdAvd4kZlR07FTse0iJXkmacRzbzDAOhUnDWP0QCaf/rAUUNsl0I0ybcaji6frPnmwW87vsxza7niWdh9RLs3E1jGNXGBQNPWAYooIgvCd5clcw+KjZ2OWGQs7qP1mug5jXvBtN74gs7J0zDymuvVvZj+YRBrDWl7eNSn4CpkzA3Jh/dzInMa8FYMo4x+8WYMroIYWqCGESY3VyjdM8z543OfQA1vTJLISESjqhUSioy2V+cf+Y//D6/czyNNaWbY5i3qvB0KpjZPSQQj2iITWyoauLvKh7Jg1YgEibKcrGZVNTVN049sV8+ILRQoegkn/nRZRUPRvaMs+Lph+GQZHLVcwTke8hBR2MhpQKoxcs4Mlsivgu+66IgtfAplnths7diSGaLUQRu/y1vIT5lSLXWUzIcA7y/UZh6DcwLaiCARWvoUlX/e+sbbIwABPXaOPi+2+xptD1dVs6LH4xBBSxqFFCstZ0FhMyzF4ViuB3zv0oFfDxhjgDcAiwQopr24qoAHp7qO7GTnkU7cpRZ/OZFArCeZkgACWkDg8dUitiIkZnE7pRZPebHlKvaU+a1Lj4E64AS19hGqNnASF1cF9h/xPMg3GtrkKdxbRkcAeQnsNDikNK2hXg34E5gS/acE7UEIJp0LOQNJ3qVTdn0BXvcgchJUe+aZ6+5l2b/4aSzLUuiAnjnCzRRZjVtMdAapGqDP4EV7na0IUE3PPHvTRR1oKuJZkHc87cLYVdBd6nKG9niEJLf55+oe5Nj8ArP9l6KCGaete8m2pyFDMES5DYYpvE2JhoHVLh9euBzppv7gyJ4lid7teoyuBPcJUbm2tOBi1gQ9e2bc9YVz7ofgNc2M2VD8MG69uu18gyGC7kiGeubsfdKG0G1rdt2w1Dkya8+p7w2I5iwiBFbbEdIlmzLEMqSup+ZH1T5nlZdwPrqwr4UwqpTVRlcDpXaW3g5geX6HYz7fygYxgp7BKZUvPEmmOB5Nt/qgioVe8k5qm80QKkACxjV0gSK8SFhvIObqYqA5gsTuQq9/fUak5sdpNucYhHRTeCz+onju1iQsrJWDxeVDukAMnzNQ0M+HQSAJzM06CMBkb1zBf4eL0oJVpGYiVNEAQ/vbtlo5hnzxhWSOGIJFfWXH1xNdAZGBCmToNzLdNrMDOIb4U++uvPN5iDAKizd7et6WmDmGcDKrB7z9E/Ow6VYqte42csd244UpXBmVzlmrLffx4ldVtZyfvfad2Wcp34fnV7S1gWMy7bOj15YraOUjBPiWPo27pM73QhBC0G1M1cNouMKmaYD3x7Vefz/a0asEIqCGDhKkCF/0w1r3ElrW66WWFUIYdi3Stagd26q8egVqgU4C/+Cg0sQIrLd4keKTgQEFSK4aQDZI1RNYDwUCUoL4C/OFkDtq4zQupyj6XrgOdEB646xOiQ4klxyiSsuawacsynSvnUn32GBkyQuhadvtcV4aDctkBqgVG15Hhpcn3nB+wKsez++Ize+IhWGCAFvn1lhoOGghNv5qp0piqDZa4yemT5+vHUQp8+oh8+qBEGSAkfuXQXh7e8JXtnRfMdqcrgTK5SyPRT/8vEuU2qRUJ98aGtxPX7S8VaWrGURa9Qh1RcDUNdVB1jQ9dURV42PWNDm8+tq9fWNepMh+JhcjMzqjhIUU+pLs3/9M4qcW5sV5Q2Ou1MUm7wW5LU4nQxZhpW8Yt1mmOm3STRIfX9eKAvjAdj5HmePmz2ixNVGZzKVQqN/sD/Rh5kJllcDaxJ5EzAH4f3vK7l2+vm6l6LmYbXfbVOC6vkIIkOqVnTFy+3U5VAgJ3JVS6KeeZDG3G+XCeQo4YQUtyuqRiyrmw7bik2TwVb67TETG+W5D1IBcHWV9QB5cud8Zc9BUUbifMlOdEjY9zbED2yjE8SIr8b266vy0U5LnWa55OtkrwLqWDTBrtPBdS+PZzG7XKi67V/F7YdHThGfsKtTlihKQ4jlGqjJO9DCjwMi4xq8Ce4SmwzmqZ3Ho4bvGzB7PnNuUkMEDZYhheI3y3rpiqmpLIwER8VXQLqNhPGpZk456iwBgZjvItOdaIcOpEaOLDtiBtjzLRrnUDf6iJu4/0PgRTX4c//3rKGf9RnaKq2h7jcvOrYyNo8KTu8LmqIVZBcJVhC8HWN+Ha7p1XPRrk95ZbV/esTQRDaHtzAMwcHG/rytW/TQJyjFhYDg00OX1hpdVXRDCObL6E5Pa/3r0HdaEgZY6Zd6zSlf20UWJXkoyAFWkbn1zhOlgpaFzLiBT0ZkhRC8mgKFQHDSCWdgggjQHGLeVT0rM3J5xK4w0TjsVcCg/l+DCV2NEyaHkJyUNaOx7wQxFj6l6Tgp5jdGDPtXqf5ZdkkycdBCrVHtp6inol5gddkS84lIhwPKFLijXcURqSwtig7GjiDz4waxgoIxYll0qFH761H1ZZxgF4W0zoQStywdxHZDNJS2hjnOiGDbk1tkuQzIUUUiz08vyaQCi73HCI1wLPb9vAtPPoQkcNnx7HVtp9D2aRoTIyTDwEAchHKql7vXo5dWGeZEMUHL00qnkn+oiFF3iWsWDTGuU7IoMf5oTLXJPnHIRUXPRtZL+KsQJGiF0hnPeFbLjglqq5JA6RQ6aRj9cBgHEYN3YJYnOZrWfs8dJU+oedYszR0cPE3IdQCKXud5gyGBlMR+Pm/DSlUKXErCUilTZMKXXGO4oY9NosrMRDnmEy+3tNkJAODzeQ53zwE8+Ot6GTlKASMN7LIANeeeniY2t1oFkpx50VguQt1GloGWYzFCEWJ/4+DFJrnZDZ69fH0AU28FhstEFJTYjHBZdei48NIeEvqQaymeS8pwaCQX5TFNYrdJEo0Bwbj+EGNK8iZ4ifTnujlm/E0c7YdF6n6R2MoO6bFTLvWCVpSGwZCziURIFL/PwpS97LjHwbGtX6Tpg3MV/xgbHbdlXexGRrjeNu+r9ME1nwjG5rsCkHjrwOHCE6W4B0oC9VociCuBgYb/aPAQoxgzZEI4ldPwdBAjbEYZdSMuGApZtqxThikxHtB8DKXhDwipx8FKdIul1MI45Whw+HlolpMS0XRoYGkWw4M5gS64kaAvOBLFT5UUpaZHUma3vjBIaVmUopTnRbqxSwJrQTPPaQ0lTjdcCDOSbmwoZGYcOTJ/NTCtj/q3vDV7Hlm5Xp7neaYaYskSh144SGl68TtzlbiXC3VvM9ETcM300rfpXga3st+GyBFDv6/rc63d7d4SKlq33PltkNN1GDe7Sae4r+FbY/zcmd453qdlphpiySKtOLCQ0po4q3/FeLcXHZ4L9om/zI/DM5h25frtMRMu/H+HlK2HvX3d2rAQ2qn4nw2mwY8pGya8fd3asBDaqfifDabBjykbJrx93dqwENqp+J8NpsGPKRsmvH3d2rgP7vdgEm5SH68AAAAAElFTkSuQmCC)
  + a(i): la distància mitjana entre el punt iii i tots els punts del mateix clúster.
  + b(i): la distància mitjana entre el punt iii i tots els punts del clúster més proper.
  + El valor de S(i) oscil·la entre -1 (mala assignació) i 1 (assignació òptima).

**Davies-Bouldin Index**:

* Mesura la compactació i separació.
* Relació entre la dispersió dins del clúster i la distància entre centres de clústers.
* Menors valors són millors.

**Calinski-Harabasz Index**:

* Ratio entre la dispersió entre clústers i dins dels clústers.
* Major puntuació indica millor separació.

## 3.4 Metodologia

#### **3.4.1 Comprensió del domini i dels objectius**

* **Descripció**: Abans de començar, és essencial entendre el problema que es vol resoldre, el domini d’aplicació i els objectius específics del projecte.
* **Exemple**: En un projecte per predir el consum energètic, cal identificar els factors que influeixen en el consum, com la temperatura, l'ús d'aparells elèctrics, etc.
* **Importància**: Aquesta fase ajuda a definir clarament els objectius i seleccionar les dades més rellevants.

#### **3.4.2 Recollida i pre-processament de dades**

* **Descripció**:
  + **Recollida de dades**: Obtenir un conjunt de dades representatiu del problema.
  + **Integració i selecció**: Combinar dades de diferents fonts, eliminant duplicats o informació irrellevant.
  + **Neteja**: Tractar valors nuls, dades sorolloses o fora de rang.
  + **Transformació i normalització**: Escalar les dades perquè tinguin magnituds comparables i codificar variables categòriques si cal.
* **Exemple**: En un projecte de reconeixement facial, s'han de pre-processar les imatges per tenir una resolució uniforme.
* **Importància**: La qualitat del model depèn directament de la qualitat de les dades utilitzades.

#### **3.4.3 Construcció i selecció del model**

* **Descripció**:
  + Seleccionar un algorisme d'aprenentatge adequat (p. ex., regressió, arbres de decisió, xarxes neuronals).
  + Ajustar els hiperparàmetres del model per optimitzar el rendiment (p. ex., valors de k en KNN, profunditat màxima en arbres de decisió).
* **Exemple**: Per a un problema de classificació de correu brossa, es pot utilitzar un model Naive Bayes.
* **Importància**: Aquesta fase inclou provar diferents models i optimitzar-los mitjançant tècniques com la validació creuada. Mes detalls a la secció 3.11.

#### **3.4.4 Validació i interpretació dels resultats**

* **Descripció**:
  + Dividir les dades en conjunts d’entrenament, validació i test.
  + Mesurar el rendiment amb mètriques adequades (precisió, recall, F1-score, etc.).
  + Identificar possibles problemes com el sobreajustament (overfitting) o el subajustament (underfitting). Mes a la secció 3.12.
* **Exemple**: Utilitzar un conjunt de validació per ajustar els hiperparàmetres i després avaluar el model final amb el conjunt de test.
* **Importància**: Aquesta etapa assegura que el model generalitza bé en dades noves.

#### **3.4.5 Iteració i millora contínua**

* **Descripció**:
  + Revisar els passos anteriors per identificar àrees de millora.
  + Incorporar noves dades, millorar el pre-processament o ajustar el model.
* **Exemple**: Si el model de predicció de preus d’habitatges té baix rendiment, es pot afegir informació addicional com la ubicació o la proximitat a serveis.
* **Importància**: L’aprenentatge automàtic és un procés iteratiu que requereix refinament constant.

#### **3.4.6 Desplegament i manteniment**

* **Descripció**:
  + Implementar el model en un entorn de producció.
  + Monitoritzar el rendiment amb dades en temps real i actualitzar-lo quan sigui necessari.
* **Exemple**: En un sistema de recomanacions, el model ha d’adaptar-se a les preferències canviants dels usuaris.
* **Importància**: Aquesta fase assegura que el model sigui útil i es mantingui efectiu al llarg del temps.

### **3.5 Altres mètodes de reducció de dimensionalitat**

La reducció de dimensionalitat és una tècnica essencial per simplificar conjunts de dades complexos, permetent la seva visualització i l'aplicació d'algorismes de Machine Learning de manera més eficient. Aquesta tècnica busca transformar un conjunt de dades amb moltes característiques en una representació amb menys dimensions, mantenint el màxim d'informació rellevant.

#### **Objectius principals**

* **Visualització**: Representar dades de múltiples dimensions en espais bidimensionals o tridimensionals per detectar patrons.
* **Eficiència computacional**: Reduir la càrrega computacional en algorismes que operen amb conjunts de dades grans.
* **Eliminació de soroll**: Filtrar característiques menys rellevants que poden afegir complexitat o confusió als models.

#### **Mètodes principals**

1. **Anàlisi de components principals (PCA)**:
   * **Descripció**: Projecta les dades en un espai de menor dimensió maximitzant la variabilitat explicada.
   * **Aplicació**: Molt utilitzat en visualització i pre-processament de dades amb moltes característiques correlacionades.
   * **Limitacions**: Assumeix que les dimensions rellevants són lineals, cosa que pot ser problemàtica en dades més complexes.
2. **T-SNE (t-Distributed Stochastic Neighbor Embedding)**:
   * **Descripció**: Una tècnica no lineal que transforma dades d'alta dimensionalitat en un espai de dues o tres dimensions tot mantenint la proximitat entre punts similars.
   * **Aplicació**: Visualització de dades complexes com imatges o dades genètiques.
   * **Limitacions**: Elevat cost computacional i dependència de paràmetres com el "perplexity".
3. **UMAP (Uniform Manifold Approximation and Projection)**:
   * **Descripció**: Similar al T-SNE, però més eficient i amb millor preservació de la globalitat de l’estructura de les dades.
   * **Aplicació**: Dades de grans volums on la velocitat i la conservació de l'estructura global són essencials.
   * **Limitacions**: Com T-SNE, no és trivial seleccionar els hiperparàmetres adequats.
4. **Linear Discriminant Analysis (LDA)**:
   * **Descripció**: Projecta dades en un espai de menor dimensionalitat maximitzant la separació entre classes etiquetades.
   * **Aplicació**: Específicament útil en problemes de classificació supervisada.
   * **Limitacions**: Requereix dades etiquetades i assumeix que les dades segueixen una distribució normal.
5. **Autoencoders (model basat en xarxes neuronals)**:
   * **Descripció**: Xarxes neuronals entrenades per reconstruir les dades d'entrada a partir d’una representació comprimida (latent space).
   * **Aplicació**: Dades no lineals o altament complexes.
   * **Limitacions**: Necessita grans conjunts de dades i entrenament computacionalment intensiu.

### **3.6 Problemes ètics en ML**

1. **Privacitat de les dades**
   * Els sistemes d'IA sovint depenen de dades sensibles, com ara informació mèdica o financera. La manipulació inadequada d'aquestes dades pot posar en risc la privacitat dels usuaris.
   * Exemple: El reconeixement facial utilitzat per a vigilància pot recopilar informació personal sense el consentiment explícit.
2. **Biaixos en els models**
   * Si les dades d'entrenament contenen biaixos, el model pot perpetuar o amplificar aquests biaixos, conduint a discriminació.
   * Exemple: Algoritmes de selecció de personal poden discriminar grups subrepresentats si les dades històriques reflecteixen biaixos de gènere o raça.
3. **Transparència i explicabilitat**
   * Molts algorismes, especialment els de xarxes neuronals profundes, funcionen com "caixes negres", dificultant entendre com arriben a les seves decisions.
   * Això pot generar desconfiança en sectors crítics com la medicina o la justícia.
4. **Impacte social**
   * L'automatització pot substituir llocs de treball humans, creant desigualtats econòmiques.
   * Exemple: Sistemes de conducció autònoma que poden eliminar feines de transport.

### **3.7 Mètriques d’avaluació i selecció de models**

Per avaluar el rendiment dels models d’aprenentatge automàtic i seleccionar el model més adequat, s’utilitzen diverses mètriques i tècniques, especialment en contextos de dades desequilibrades o problemes complexos.

#### **3.7.1 Mètriques principals**

* **Precisó (Precision):** Proporció de prediccions positives correctes respecte al total de prediccions positives.
  + Fòrmula:
  + Aplicació: Indicada en escenaris com la detecció de fraus.
* **Record (Recall o Sensitivity):** Proporció de casos positius detectats pel model respecte al total de casos positius.
  + Fòrmula:
  + Aplicació: Utilitzada en diagnòstics mèdics.
* **Especificitat (Specificity):** Proporció de negatius correctament classificats respecte al total de casos negatius.
  + Fòrmula:
* **Exactitud (Accuracy):** Proporció de prediccions correctes respecte al total de casos.
  + Fòrmula:
* **F1-Score:** Mitjana harmònica de la precisó i el record.
  + Fòrmula:

#### **3.7.2 Selecció de models**

* **Divisió Train-Test:** Divisió de les dades en conjunts d’entrenament (70%) i test (30%). Això ajuda a estimar el rendiment general.
* **Validació creuada (Cross-Validation):** Divisió del conjunt de dades en particions. Es fa rotació entre entrenament i validació per obtenir estimacions més robustes. Valor típic de : 10. Mes detalls a la secció 3.11.
* **Mètriques en dades desequilibrades:** En contextos amb una classe dominant, es prioritzen la precisó i el record sobre l’exactitud.

### **3.8 Regresió lineal detallada**

La regressió lineal és un model matemàtic utilitzat per establir relacions entre variables i fer prediccions. Representa una base fonamental de molts models més complexes.

#### **3.8.1 Definició**

Un model de regressió lineal ajusta una línia recta als punts de dades per minimitzar la distància entre els valors predits i els valors reals. La seva forma general:

#### **3.8.2 Construcció del model**

* **Funció de cost:**
  + Es basa en la suma dels errors quadràtics (MSE):
  + Aquesta funció permet minimitzar la diferència quadràtica entre les prediccions i els valors reals. Els coeficients s’ajusten per trobar el mínim d’aquesta funció.
* **Optimització:**
  + Els coeficients s’ajusten mitjançant mètodes com el descens del gradient. També es poden utilitzar mètodes algebraics, com la inversa de la matriu de disseny, per problemes simples.
* **Aplicacions:**
  + Models predictius bàsics com l’estimació del preu d’habitatges, on els coeficients s’interpreten com la influència de cada variable (ex. superfície o proximitat al transport públic).

#### **3.8.3 Limitacions**

* **Relacions no lineals:**
  + La regressió lineal només captura relacions lineals, fet que la limita en contextos més complexos.
* **Sensibilitat al sobreajustament:**
  + Si el model és massa flexible, pot ajustar-se massa al conjunt d’entrenament, perdent capacitat de generalitzar. Això es resol amb regularització (veure secció 3.7).
* **Multicolinearitat:**
  + Quan les variables explicatives estan altament correlacionades, pot dificultar la interpretació dels coeficients i la robustesa del model.

#### **3.8.4 Variants i millores**

* **Regressió polinòmica:** Extensió per modelar relacions no lineals utilitzant termes elevats a potències.
* **Regressió Ridge i Lasso:** Tècniques de regularització per evitar el sobreajustament. Mes a la secció 3.12.

### **3.9 Xarxes neuronals artificials**

Les xarxes neuronals artificials (ANN) estan inspirades en el funcionament de les neurones biològiques. S’utilitzen per modelar relacions no lineals complexes.

#### **3.9.1 Arquitectura bàsica**

* **Neuron:** Un node que rep valors d’entrada , aplica pesos i una funció d’activació, produint una sortida :
  + La funció d’activació (sigmoide, ReLU, etc.) introdueix no linealitat al sistema.
* **Capas:** Organitzades en:
  + **Capa d’entrada:** Rep els atributs d’entrada.
  + **Capas amagades:** Realitzen càlculs intermedis.
  + **Capa de sortida:** Proporciona el resultat final.

#### **3.9.2 Entrenament**

* **Funció de cost:** Mesura la diferència entre les prediccions del model i els valors reals. Ex.: MSE per problemes de regressió, entropia creuada per classificació.
* **Descens del gradient:** Mètode d’optimització per ajustar els pesos i minimitzar la funció de cost.

#### **3.9.3 Aplicacions**

* **Visió per computador:** Reconeixement facial, classificació d’imatges.
* **Processament del llenguatge natural:** Traducció automàtica, anàlisi de sentiment.
* **Jocs i simulacions:** Xarxes com AlphaGo.

#### **3.9.4 Connexió amb models simples**

* Les ANN es poden veure com una extensió dels models lineals, afegint complexitat mitjançant capes i funcions d’activació no lineals.
* Les neurones artificials són conceptes bàsics que han evolucionat cap a xarxes profundes (deep learning), augmentant la capacitat de generalització en problemes complexos.

### **3.10 Hiperparàmetres i regularització**

#### **3.10.1 Hiperparàmetres**

* **Definició:** Paràmetres definits abans de l’entrenament que controlen el comportament del model.
  + Exemples: Nombre de veïns en KNN (), coeficient de regularització ().
* **Ajustament:** L’elecció d’hiperparàmetres com pot realitzar-se mitjançant cerca exhaustiva (grid search) o optimització bayesiana.

#### **3.10.2 Regularització en regressió**

La regularització és una tècnica utilitzada per millorar el rendiment dels models de regressió, especialment en situacions on el model tendeix a sobreajustar-se a les dades d'entrenament. Aquesta tècnica introdueix una penalització al cost associat a la complexitat del model, afavorint solucions més simples que generalitzin millor a noves dades.

##### Ridge Regression (Regressió Ridge)

La regressió Ridge modifica la funció de cost de la regressió lineal afegint un terme que penalitza la suma dels quadrats dels coeficients del model:

* **Objectiu**: Minimitzar l'error de predicció mantenint els coeficients petits per evitar sobreajustament. Mes a la secció 3.12.
* **Àrea d'aplicació**: Ridge és adequat quan hi ha colinealitat entre els predictors o quan el nombre de predictors supera el nombre d'observacions.
* **Efecte**: Penalitza els coeficients grans, promovent models amb coeficients més uniformes.

##### Lasso Regression (Regressió Lasso)

La regressió Lasso també afegeix un terme de regularització a la funció de cost, però utilitza la suma dels valors absoluts dels coeficients:

* **Objectiu**: Reduir l'error i simplificar el model eliminant predictors menys rellevants.
* **Característica principal**: La penalització pot portar coeficients a zero, efectivament seleccionant un subconjunt de predictors.
* **Aplicacions**: Ideal per a escenaris on es busca una selecció automàtica de variables.

#### **Diferències clau entre Ridge i Lasso**

| **Característica** | **Ridge** | **Lasso** |
| --- | --- | --- |
| Penalització | Quadrats dels coeficients | Valors absoluts dels coeficients |
| Impacte els coeficients | Redueix, però mai porta a zero | Pot portar coeficients a zero |
| Selecció de variables | No | Sí |

#### 

#### 

##### Elastic Net

L'Elastic Net combina Ridge i Lasso, afegint una penalització que inclou tant la suma dels quadrats com dels valors absoluts dels coeficients:

* **Objectiu**: Combinar els avantatges de Ridge i Lasso.
* **Aplicacions**: Adequat per dades amb moltes variables correlacionades o on es busca una selecció de variables parcial.

##### Importància de la normalització de les característiques

En tots els mètodes de regularització, és crucial normalitzar les característiques abans de l’entrenament del model. Sense normalització, les característiques amb escales diferents poden tenir un impacte desproporcionat en la penalització.

###### Avantatges de la regularització

* Redueix el sobreajustament. Mes a la secció 3.12.
* Millora la capacitat de generalització del model.
* Facilita la interpretació del model amb Lasso, que pot seleccionar un subconjunt de predictors.

###### Limitacions

* Requereix selecció acurada dels hiperparàmetres (com ).
* Pot no ser adequat si totes les variables són igualment rellevants.

La regularització és una eina poderosa per fer front als reptes de sobreajustament, especialment en contextos amb moltes variables predictors o dades sorolloses. L'elecció entre Ridge, Lasso o Elastic Net depèn de les característiques específiques del conjunt de dades i els objectius del modelador.

#### **3.10.3 Beneficis**

* Millora la generalització.
* Redueix la complexitat del model.
* Selecciona automàticament les variables més rellevants (Lasso).

#### **3.10.4 Normalització**

* **Escalat de dades:**
  + Per evitar que variables amb escales molt diferents dominin la funció de cost, és recomanable normalitzar les dades. Ex.: escalar Min-Max o estandardització (Z-score).
* **Impacte:** Garanteix que tots els atributs contribueixin de manera similar al model, evitant biaixos deguts a magnituds dispars.

### **3.11 Validació creuada**

La validació creuada (“k-fold cross-validation”) és una tècnica fonamental en l’avaluació de models d’aprenentatge automàtic, que s’utilitza per assegurar la generalització dels models i evitar problemes com el sobreajustament (*overfitting*).

#### **Objectiu**

L’objectiu principal de la validació creuada és utilitzar de manera eficient les dades disponibles per:

* Estimar el rendiment real del model sobre dades desconegudes.
* Optimitzar la selecció de hiperparàmetres.
* Detectar problemes de sobreajustament o subajustament. Mes a la secció 3.12.

#### **Funcionament**

1. **Divisió de les dades:**
   * Es divideixen les dades en *k* particions (o plecs) aproximadament iguals.
   * Cada plec serveix successivament com a conjunt de validació, mentre que la resta dels plecs s’utilitzen com a conjunt d’entrenament.
2. **Iteracions:**
   * Es realitzen *k* iteracions. En cada iteració:
     + Es fa servir un plec diferent com a conjunt de validació.
     + Els altres *(k-1)* plecs s’utilitzen per entrenar el model.
3. **Càlcul de l’error:**
   * Es calcula l’error de validació per a cadascun dels *k* plecs.
   * Es pren la mitjana dels errors com a estimació global del rendiment del model.

#### **Variants de la validació creuada**

* **Leave-One-Out Cross-Validation (LOOCV):** Cada instància del conjunt de dades serveix com a conjunt de validació (equivalent a *k = n*, on *n* és el nombre total d’instàncies).
  + Avantatge: Utilitza al màxim les dades disponibles per entrenar.
  + Inconvenient: Pot ser computacionalment costosa.
* **Stratified k-Fold Cross-Validation:** Els plecs es creen mantenint les proporcions de les classes, especialment útil en conjunts de dades desequilibrats.

#### **Beneficis**

* **Aprofitament de les dades:** Permet que totes les instàncies siguin utilitzades tant per entrenar com per validar el model.
* **Estimació robusta de l’error:** Redueix la variabilitat dels resultats associada a una única partició d’entrenament/validació.
* **Millor selecció d’hiperparàmetres:** Ajuda a optimitzar valors com el nombre de veïns en KNN o el coeficient de regularització en regressió.

#### **Limitacions**

* **Cost computacional:** Requereix entrenar el model *k* vegades, augmentant significativament el temps de càlcul.
* **Dependència de *k*:** La selecció inadequada del nombre de plecs pot afectar els resultats:
  + Un *k* petit pot portar a estimacions menys fiables.
  + Un *k* gran, com en LOOCV, pot ser computacionalment ineficient.

#### **Exemple pràctic**

Per exemple, en un model KNN, la validació creuada pot ajudar a determinar el millor valor de *k* (nombre de veïns) provant diferents valors i seleccionant aquell que minimitza l’error de validació. Això assegura que el model generalitzi millor en dades no vistes.

#### **Conclusió**

La validació creuada és una tècnica clau en el desenvolupament de models robustos d’aprenentatge automàtic, que proporciona una estimació fiable del rendiment i facilita la presa de decisions en la configuració del model.

### **3.12 Sobreajustament i Subajustament**

#### **Definicions**

1. **Sobreajustament (Overfitting):**
   * Es produeix quan un model aprèn en excés els detalls i el soroll de les dades d’entrenament, perdent capacitat de generalització a dades noves.
   * Exemple: Un model amb molts paràmetres que classifica correctament cada punt de l’entrenament, però falla en fer prediccions fiables sobre dades no vistes.
2. **Subajustament (Underfitting):**
   * Passa quan un model és massa simple i no captura adequadament les relacions entre les dades d’entrenament.
   * Exemple: Una recta simple per ajustar dades que segueixen una relació clarament no lineal.

#### **Símptomes i Causes**

* **Sobreajustament:**
  + L’error de l’entrenament és molt baix, però l’error de validació o test és alt.
  + Apareix quan:
    - El model té massa paràmetres en relació amb el volum de dades.
    - Les dades tenen soroll que el model intenta ajustar com si fossin patrons reals.
    - No es fa regularització durant l’entrenament.
* **Subajustament:**
  + Els errors en entrenament i validació són alts.
  + Apareix quan:
    - El model és massa senzill per capturar patrons complexos (p. ex., regressió lineal per dades amb relacions no lineals).
    - Les dades d’entrenament no són suficients o no són representatives.

#### **Solucions**

* **Evitar el Sobreajustament:**
  1. **Regularització:**
     + Afegir termes de penalització al cost del model (p. ex., Ridge, Lasso).
  2. **Validació Creuada:**
     + Utilitzar tècniques com el *k-fold cross-validation* per optimitzar el rendiment del model.
  3. **Reduir la complexitat del model:**
     + Disminuir el nombre de paràmetres o capes si és una xarxa neuronal.
  4. **Augmentar dades d’entrenament:**
     + Recol·lectar més dades per oferir al model una millor representació del domini.
* **Evitar el Subajustament:**
  1. **Augmentar la complexitat del model:**
     + Afegir paràmetres o utilitzar models més complexos (p. ex., models no lineals).
  2. **Millorar el preprocessament de dades:**
     + Detectar i solucionar problemes de qualitat, com dades mancants o atributs irrellevants.
  3. **Incrementar iteracions d’entrenament:**
     + Permetre que el model aprengui durant més temps.

#### **Indicadors i Diagnòstic**

* **Corbes d’aprenentatge:**
  + Representar l’error en funció del nombre d’instàncies o iteracions.
  + En casos de sobreajustament:
    - L’error d’entrenament continua disminuint però l’error de validació comença a augmentar.
  + En casos de subajustament:
    - Els errors d’entrenament i validació es mantenen alts.
* **Prova amb dades noves:**
  + Si el model funciona molt bé amb les dades d’entrenament però falla en dades no vistes, és probable que pateixi sobreajustament.

#### **Importància**

Assegurar-se que un model ni sobreajusta ni subajusta és crucial per aconseguir una bona generalització, la qual cosa permet que funcioni adequadament amb dades reals o noves. Això és especialment important en aplicacions crítiques com la detecció de fraus, diagnòstics mèdics o sistemes de predicció financera.

# 4. Laboratori

### 4.1 Scatter matrix, plots i histogrames

Importar dades i ensenyar valors:

housing = pd.read\_csv("data/housing.csv")

housing.shape

housing.info()

housing.describe()

Crear histograma, scatter matrix i scatterplot:

* bins: nombre de trossos en què es dividiran les dades a l’histograma.
* figsize: canviar l’alçada de la figura (com un resize).
* kind: tipus de plot, aquí li diem que sigui de tipus scatter per fer un scatterplot,
* x: valors en el gràfic de les x.
* y: valors en el gràfic de les y.

housing.hist(bins=50, figsize=(20,15))

plt.show()

attributes = ["median\_house\_value", "median\_income", "total\_rooms", "housing\_median\_age"]

scatter\_matrix(housing[attributes], figsize=(12,8))

housing.plot(kind="scatter", x="median\_income", y="median\_house\_value", alpha=0.1)

Afegir nous atributs:

housing["population\_per\_household"] = housing["population"] / housing["households"]

housing[housing['population\_per\_household']>10].shape

scatter\_matrix(housing[attributes], figsize=(12,8))

### 4.2 Dividir dades d’entrenament i test i fer servir KNN

Llegir dades i fer plots:

iris = pd.read\_csv('data/iris.csv')

setosa = iris[iris.Species=='Iris-setosa']

versicolor = iris[iris.Species=='Iris-versicolor']

virginica = iris[iris.Species=='Iris-virginica']

setosa = iris[iris.Species=='Iris-setosa']

versicolor = iris[iris.Species=='Iris-versicolor']

virginica = iris[iris.Species=='Iris-virginica']

setosa = iris[iris.Species=='Iris-setosa']

versicolor = iris[iris.Species=='Iris-versicolor']

virginica = iris[iris.Species=='Iris-virginica']

Dividir dades i entrenar model:

* random\_state: llavor que decideix com particionar les dades en training i en test.
* n\_neighbors: nombre de veïns en què dividir les dades.

attributes = ['SepalLength', 'SepalWidth', 'PetalLength', 'PetalWidth']

X = iris[attributes]

y = iris['Species']

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, random\_state=0)

knn = KNeighborsClassifier(n\_neighbors = 3)

knn.fit(X\_train, y\_train)

Aplicar K-Nearest Neighbor per intentar predir:

df = pd.DataFrame(data=X\_test, columns=attributes)

df['true class'] = y\_test

df['kNN\_pred'] = knn.predict(X\_test)

df

Obtenir score d’encerts:

knn.score(X\_test, y\_test)

Podem fer un loop que calculi quin és el millor nombre de veïns:

k\_range = [num for num in range(110) if num % 10 == 1]

for k in k\_range:

knn = KNeighborsClassifier(n\_neighbors = k)

knn.fit(X\_train, y\_train)

print("with {}-NN accuracy is {}".format(k, knn.score(X\_test, y\_test)))

### 4.3 Regressió de 3 tipus: quadrats, ridge i lasso

Importem dades i tornem a entrenar:

murders = pd.read\_csv('data/murders.txt', sep=" ")

attributes = ['inhabitants','income','unemployment']

X = murders[attributes]

y = murders['murders']

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, random\_state=55)

Apliquem minmaxscaling per normalitzar els valors (per no fer alguns factors de l’error més importants que d’altres):

scaler = MinMaxScaler()

scaler.fit(X\_train)

X\_train\_scaled = scaler.transform(X\_train)

X\_test\_scaled = scaler.transform(X\_test)

pd.DataFrame(data = X\_train\_scaled, columns = list(X)).head()

pd.DataFrame(data = X\_test\_scaled, columns = list(X)).head()

Els valors del test\_scaled podem arribar a ser majors de 1 inclús després d’haver-los normalitzat abans.

Ara apliquem els 3 tipus de regressió:

alpha = 1

from sklearn.linear\_model import LinearRegression, Ridge, Lasso

ols = LinearRegression().fit(X\_train, y\_train)

lasso = Lasso(alpha = alpha).fit(X\_train, y\_train)

ridge = Ridge(alpha = alpha).fit(X\_train, y\_train)

ols\_scaled = LinearRegression().fit(X\_train\_scaled, y\_train)

lasso\_scaled = Lasso(alpha = alpha).fit(X\_train\_scaled, y\_train)

ridge\_scaled = Ridge(alpha = alpha).fit(X\_train\_scaled, y\_train)

### 4.4 Regressió lineal i cross-validate

Importem dades i fem el training com abans:

columns = "age sex bmi map tc ldl hdl tch ltg glu".split()

diabetes = datasets.load\_diabetes() # Call the diabetes dataset from sklearn

df = pd.DataFrame(diabetes.data, columns=columns) # load the dataset as a pandas data frame

y = diabetes.target # define the target variable (dependent variable) as y

X\_train, X\_test, y\_train, y\_test = train\_test\_split(df, y, test\_size=0.2)

Preveure resultats fent servir un model lineal:

lm = linear\_model.LinearRegression()

model = lm.fit(X\_train, y\_train)

predictions = lm.predict(X\_test)

plt.scatter(y\_test, predictions)

plt.xlabel("True Values")

plt.ylabel("Predictions")

plt.title("Model score = {}".format(model.score(X\_test, y\_test)))

plt.show()

Veiem que el scatterplot no té una línia recta massa definida. Ara fem el mateix entrenant fent servir cross-validation, i veurem que el scatterplot té una línia recta molt més clara i definida amb més punts.

scores = cross\_val\_score(model, df, y, cv=10)

kf = KFold(n\_splits=10, shuffle=True)

predictions = cross\_val\_predict(model, df, y, cv=kf)

plt.scatter(y, predictions)

plt.xlabel("True Values")

plt.ylabel("Predictions")

plt.title("Model score = {}".format(metrics.r2\_score(y, predictions)))

plt.show()

### 4.5 Tunning d’hiperparàmetres

Importem dades de diabetes i tenim diferents valors de alfa a provar:

dataset = datasets.load\_diabetes()

alphas = np.array([1,0.1,0.01,0.001,0.0001,0])

# split into train and test as usual..

X\_train, X\_test, y\_train, y\_test = train\_test\_split(dataset.data, dataset.target)

Provem cada valor de alfa fent servir el mètode de ridge:

grid = GridSearchCV(estimator=Ridge(), param\_grid=dict(alpha=alphas), cv=10)

grid.fit(X\_train, y\_train)

La millor alfa es troba fent servir best\_estimator\_:

model = Ridge(alpha=grid.best\_estimator\_.alpha).fit(X\_train, y\_train)

### 4.6 Trobar nombre de clusters òptim

nc1, nc2 = 3, 4

kmeans1 = KMeans(n\_clusters = nc1)

kmeans1.fit(iris.data)

score1 = silhouette\_score(iris.data, kmeans1.labels\_)

kmeans2 = KMeans(n\_clusters = nc2)

kmeans2.fit(iris.data)

score2 = silhouette\_score(iris.data, kmeans2.labels\_)

