COMP4660/8420 Lab 2

PyTorch on Classification

Task 1: A basic classification task in PyTorch

Build a neural network for a classification task. The dataset we are using is the Glass Identification data set located at <http://archive.ics.uci.edu/ml/datasets/Glass+Identification>

**Q1. How many instances are in this data set?** 214

**Q2. How many attributes (features) are there?** 10 – but only 9 useable for classification

**Q3. What was this data set originally used for?**

From https://archive.ics.uci.edu/ml/datasets/Glass+Identification: “The study of classification of types of glass was motivated by criminological investigation. At the scene of the crime, the glass left can be used as evidence...if it is correctly identified!”

**Q4. What is the output attribute? How many output values are there?** Type of glass. 7

Download the data set “glass.data” and save it as a CSV file, i.e. “glass.csv”.

We will begin by simplifying the dataset so that it is only two classes. Make a copy of the original file and name it “glass\_binary.csv”.

Open the starter code lab2\_task1.py and answer the following questions.

**Q5. Line 21 removes all the data in the column labelled “Id number” . Why do you think we should not use this data to build a model?** It is not useful in building a model that classifies glass based on its attributes (the I.D. numbers are ordered by class).

**Q6. What does line 27 do and why? Hint:** it sets all the values in the final column to either 0 or 1. It changes the classification problem from a 7 class problem to a 2 class problem (window or non-window glass).

**Q7. Implement a neural network that classifies the data set based on whether the type of glass is a Window glass or a Non-window glass by filling in the sections marked TODO***.* The inputs for the neural network will be the refractive index and measurements for sodium, magnesium, aluminium, silicon, potassium, calcium, barium and iron.

**Hint**: Please refer to task2.py in Lab 1 or *Appendix. Introduction to PyTorch Basics* if you don’t know how to start.

**Advanced Steps:**

1. We encourage you to experiment with different ways of accomplishing the task.

2. Explore the normalisation and pre-processing techniques discussed in the lectures and investigate its impact on the performance of the classification.

3. Investigate the performance of the neural network classification by changing the various characteristics of the neural network such as:

a. Number of layers

b. Number of neurons in each layer

Task 2: An advanced classification task in PyTorch

Now we will work with a more complicated classification task, the original glass data set. Load the unmodified data set “glass.csv” into PyTorch and perform the same classification task as above

**Q8. How many classes are you predicting now? 7**

**Q9. How will you represent these classes and how will you calculate the error of** **classification? See answer code.**

Appendix. Introduction to PyTorch Basics

Before delving deeper into the building neural networks with PyTorch, it is helpful to know some basic manipulations of PyTorch elements. The following examples in task 1 are designed to give you a very brief introduction to operations in PyTorch and will be sufficient for the course, but if you are interested in increasing your knowledge we encourage you to look at the PyTorch tutorials and play around further: <http://pytorch.org/tutorials/beginner/pytorch_with_examples.html>

All the following examples in Appendix are also provided in “pytorch\_basics.py”. Please download “pytorch\_basics.py” and play around with it. To execute the script, navigate to your directory and type the following command in your terminal (if you are using one of the lab machines in CSIT, please use Anaconda3 Shell as your terminal) :

python3 pytorch\_basics.py

**What is PyTorch?**

It’s a Python based scientific computing package targeted at two sets of audiences:

• A replacement for NumPy to use the power of GPUs

• a deep learning research platform that provides maximum flexibility and speed

To use PyTorch, you need to import the library by writing:

import torch

**1. Tensors**

* 1. **What are Tensors?**

Tensors are similar to NumPy’s ndarrays, with the addition being that Tensors can also be used on a GPU to accelerate computing.

Construct a randomly initialized matrix:

# create a randomly initialized matrix

x = torch.rand(5, 3)

print(x)

# get matrix size

print(x.size())

* 1. **Tensors operations**

Tensors support basic operations such as addition, subtraction, multiplication, and division. There are multiple ways of specifying operations. In the following example, we will take a look at the addition operation.

# Addition: method 1  
x = torch.rand(5, 3)  
y = torach.rand(5, 3)  
print(x + y)  
  
# Addition: method 2  
x = torch.rand(5, 3)  
y = torch.rand(5, 3)  
print(torch.add(x, y))  
  
# Addition: in-place  
x = torch.rand(5, 3)  
y = torch.rand(5, 3)  
print(y)  
y = add\_(x)  
print(y)

Note 1: Any operation that mutates a tensor in-place is post-fixed with an \_. For example: x.copy\_(y) , x.t\_(), will change x.

Indexing is also NumPy-like.

# access the second column  
print(x[:, 1])  
  
# access the first row

print(x[0, :])

* 1. **Tensors <-> NumPy arrays**

Tensors can be converted to NumPy’s ndarrays,

# import numpy library

import numpy as np

# create a randomly initialized tensor matrix

x = torch.rand(5, 3)

# convert tensors to numpy array

y = x.numpy()

print(y)

and can be formed by NumPy’s ndarrays.

# create a numpy array

x = np.array([3,4], [3,5])

# convert numpy array to tensor

y = torch.from\_numpy(x)

print(y)

Note 2: The Torch Tensor and NumPy array will share their underlying memory locations, so changing one will change the other.

# create a numpy array

a = torch.ones(5)

b = a.numpy()

# all elements in a add 1

a.add\_(1)

# b will also be updated

print(a)

print(b)

**2. Autograd: automatic differentiation**

Central to all neural networks in PyTorch is the autograd package. It provides automatic differentiation for all operations on Tensors.

Autograd is reverse automatic differentiation system. Conceptually, autograd records a graph recording all of the operations that created the data as you execute operations, giving you a directed acyclic graph whose leaves are the input variables and roots are the output variables. By tracing this graph from roots to leaves, you can automatically compute the gradients using the chain rule.

Internally, autograd represents this graph as a graph of Function objects (really expressions), which can be apply() ed to compute the result of evaluating the graph. When computing the forwards pass, autograd simultaneously performs the requested computations and builds up a graph representing the function that computes the gradient (the .grad\_fn attribute of each Variable is an entry point into this graph). When the forwards pass is completed, we evaluate this graph in the backwards pass to compute the gradients.

**2.1 Variable**

autograd.Variables is the central class of the package. It wraps a Tensor, and supports nearly all operations defined on it. Once you finish your computation, you can call .backward() and have all the gradients computed automatically.

There are three basic attributes in a Variable:

![Variable](data:image/png;base64,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)

*Variable*

You can access the raw tensor through the .data attribute, the gradient with respect to this variable is accumulated into .grad. Each variable has a .grad\_fn attribute which references a Function that has created the Variable, except for Variables created by the user – their grad\_fn is None.

If you want to compute the derivatives, you can call .backward() on a Variable. If Variable is a scalar (i.e. it holds a one element data), you don’t need to specify any arguments to backward(), however if it has more elements, you need to specify a gradient argument that is a tensor of matching shape.

# Create variables  
x = Variable(torch.Tensor([1]), requires\_grad=True)  
w = Variable(torch.Tensor([2]), requires\_grad=True)  
b = Variable(torch.Tensor([3]), requires\_grad=True)  
  
# Define a function  
y = w \* x + b # y = 2 \* x + 3  
  
# Compute gradients.  
y.backward() # equal to y.backward(torch.Tensor([1.0]))  
  
# Print out the gradients.  
print('dy/dx: {}'.format(x.grad.data)) # x.grad = 2  
print('dy/dw: {}'.format(w.grad.data)) # w.grad = 1  
print('dy/db: {}'.format(b.grad.data)) # b.grad = 1

**2.2 Gradients**

Let’s now look at the following example to understand how gradients are calculated.

import torch

from torch.autograd import Variable

x=torch.Tensor([[1.,2.,3.],[4.,5.,6.]])

x=Variable(x,requires\_grad=True)

y=x+2

z=y\*y\*3

out=z.mean()

An equivalent computation graph of the above code is:

Now, if you follow the computation direction by using its .grad\_fn attribute, i.e. by printing out the .grad\_fn of each variable as follows,

print(x.grad\_fn) # None

print(y.grad\_fn) # <AddBackward0 object at 0x00000219A888E860>

print(z.grad\_fn) # <MulBackward0 object at 0x00000219A888E860>

print(out.grad\_fn) # <MeanBackward1 object at 0x00000219A888E860>

you will see a graph of computations that looks like this:

x -> add -> multiply -> mean -> out

To see the gradient of out with respect to x, , we can do

out.backward() # equivalent to out.backward(torch.Tensor([1]))

print(x.grad)

Similarly, to see the gradient of z with respect to x, , we can do

# need to specify a gradient argument that is a tensor of matching shape.

z.backward(torch.Tensor([[1, 1, 1], [1, 1, 1]]))

print(x.grad)

**3. Neural Networks**

Neural networks can be constructed using the torch.nn packages. nn depends on autograd to define models and differentiate them. An nn.Module contains layers, and a method forward(input) that returns the output.

A typical training procedure for a neural network is as follows:

* Define the neural network that has some learnable parameters (or weights)
* Iterate over a dataset of inputs
* Process input through the network
* Compute the loss (how far is the output from being correct)
* Propagate gradients back into the network’s parameters
* Update the weights of the network, typically using a simple update rule:

weight = weight - learning\_rate \* gradient

**3.1 Define the network**

A template for defining a neural network is:

import torch.nn as nn

import torch.nn.functional as F

# a template for defining a neural network

Class net\_name(nn.Module):

def \_\_init\_\_(self):

super(net\_name, self).\_\_init()

# add layers here

self.layer1 =

nn.Linear(n\_input, n\_hidden) #change nn.Linear if it is not linear

self.layer2 = …

# more layers…

# define the process of performing forward pass,

# that is how to return a Variable of output data

# from a Variable of input data x

def forward(self, x):

x = F.some\_function1(x) # calling some functions in torch.nn.functional

x = F.some\_function2(x) # calling some functions in torch.nn.functional

x = self.layer1(x) # apply pre-define layer1

… …

return x

# define a neural network using the customised structure  
net = Net()

You just need to define the forward function, and the backward function (where gradients are computed) is automatically defined for you using autograd. You can use any of the Tensor operations in the forward function. The input to the forward is an autograd.Variable, and so is the output.

# perform forward pass to get the actual output

output = net(input)

The learnable parameters of a model are returned by net.parameters().

Here as an example, we define a simple neural network with one hidden layer using the above template:

# define a simple neural network with one sigmoid hidden layer  
class TwoLayerNet(torch.nn.Module):  
  
 def \_\_init\_\_(self, n\_input, n\_hidden, n\_output):  
 super(TwoLayerNet, self).\_\_init\_\_()  
 # define linear hidden layer output  
 self.hidden = torch.nn.Linear(n\_input, n\_hidden)  
 # define linear output layer output  
 self.out = torch.nn.Linear(n\_hidden, n\_output)  
  
 def forward(self, x):  
 """  
 In the forward function we define the process of performing  
 forward pass, that is to accept a Variable of input  
 data, x, and return a Variable of output data, y\_pred.  
 """  
 # get hidden layer input  
 h\_input = self.hidden(x)  
 # define activation function for hidden layer  
 h\_output = F.sigmoid(h\_input)  
 # get output layer output  
 y\_pred = self.out(h\_output)  
  
 return y\_pred  
  
# define a neural network using the customised structure  
net = TwoLayerNet(input\_neurons, hidden\_neurons, output\_neurons)

**3.2 Loss Function**

A loss function takes the (output, target) pair of inputs, and computes a value that estimates how far away the output is from the target.

There are several different loss functions under the nn package . A simple loss is: nn.MSELoss which computes the mean-squared error between the input and the target.

For example:

# perform forward pass to get the actual output

output = net(input)

# define loss function

loss\_func = nn.MSELoss()

# compute loss

loss = loss\_func (output, target)

print(loss)

So, when we call loss.backward(), the whole computational graph is differentiated with respect to the loss, and all Variables in the graph will have their .grad Variable accumulated with the gradient.

**3.3 Back propagation**

To backpropagate the error all we have to do is to loss.backward(). You need to clear the existing gradients though, else gradients will be accumulated to existing gradients.

# clear gradient buffers of all parameters

net.zero\_grad()

# perform backward pass: compute gradients of the loss with respect to

# all the learnable parameters of the model.

loss.backward()

**3.4 Update the weights**

The simplest update rule used in practice is the Stochastic Gradient Descent (SGD):

weight = weight - learning\_rate \* gradient

We can implement this using simple python code:

learning\_rate = 0.01

for f in net.parameters():

f.data.sub\_(f.grad.data \* learning\_rate)

However, you may want to use various different update rules such as SGD, Nesterov-SGD, Adam, RMSProp, etc. To enable this, we can use a small package torch.optim that implements all these methods. Using it is very simple:

import torch.optim as optim

# create your optimizer

optimizer = optim.SGD(net.parameters(), lr=0.01)

# in your training loop:

optimizer.zero\_grad() # zero the gradient buffers

output = net(input)

loss = loss\_func(output, target)

loss.backward()

optimizer.step() # does the update

**3.5 Save and load a model**

Sometimes, you may want to save the trained model and load it later. There are two approaches for this.

The first (recommended) saves and loads only the model parameters:

torch.save(the\_model.state\_dict(), PATH)

Then later:

the\_model = TheModelClass(\*args, \*\*kwargs)

the\_model.load\_state\_dict(torch.load(PATH))

The second saves and loads the entire model:

torch.save(the\_model, PATH)

Then later:

the\_model = torch.load(PATH)