**概念**

领域相关

·机器学习是不通过具体编程，从有限的观测数据中学习出具有一般性的规律，并利用这些规律对未知数据进行预测的方法。

·模式识别专注于研究模式的分类和聚类任务，使用标注样本训练分类器的过程是机器学习的过程。

·人工智能领域：研究如何应⽤计算机来模拟⼈类某些智能⾏为的基本理论、⽅法和技术。

·⼈⼯智能是⼀⻔关于知识的学科，研究如何表示、获取、并使⽤知识的科学。

·模式识别是研究如何使机器具备类似于⼈类对⽬标、⾏为等模式进⾏分析、决策和判别能⼒的理论和⽅法。

·机器学习是指从标注样本中学习其中隐含的规律，并⽤于对未知数据的预测或者分类。

·深度学习是⼀种⼈⼯神经⽹络⽅法，属于机器学习范畴。深度学习⾃适应地从标注样本中学习可辨识的特征。

·计算机视觉是指以计算的⼿段模拟⼈类视觉对视觉信息进⾏表示、分析和理解，属于图像理解的范畴。

·⾃然语⾔处理研究⼈与计算机之间⽤⾃然语⾔进⾏通信的各种理论和⽅法。

名词相关

·模式：具有相同特征的一类事物，有人认为识别的是特征模式或是模式所属类别或同一类中模式的总体。

·样本：研究对象的一个个体，统计学中的实例，观测

·样本集：样本的集合。统计学中的样本指的是样本集

·类/类别：样本所属的子集，同一类样本的特征具有相似性

·特征：对样本的观测，通常用可以度量的值表示

·特征向量：样本的特征向量构成样本的特征空间，空间的维数是特征的个数，一个样本是特征空间中的一个点

·标注样本：事先知道类别标签的样本

·模式识别：利用计算方法根据样本的特征对样本进行类别划分

1. **监督学习与非监督学习：**

**·监督学习（分类）**：已知类别划分，训练样本含类别标签，学习分类器对未标注样本进行决策

识别系统：数据获取->预处理->特征提取与选择->分类器设计与训练->分类决策

判别式：①判别分析：**线性判别函数(Fisher)** & 二次判别函数 ②距离度量分类器：最小距离分类器 & **K近邻分类器**（最近邻分类器k=1） ③最小误差线性判别函数：感知器准则、最小均方准则、最小二乘准则 ④神经网络：感知器网络、线性神经网络、多层前馈型网络（BP）、卷积神经网络 ⑤支持向量机：**线性分类器** & 非线性分类器

生成式：①**贝叶斯决策**：最小风险贝叶斯决策 & 最小错误率贝叶斯决策 ②概率密度估计：参数估计（极大似然&贝叶斯） & 非参数估计（核密度估计），考查类条件概率为正态（高斯）分布下的贝叶斯决策

**·非监督学习（聚类）**：事先不知道划分的类别，没有标注的样本，通过未标注样本间相似性进行划分

识别系统：数据获取->预处理->特征提取与选择->聚类->结果解释

聚类：①基于样本间距离的聚类：**动态聚类（K均值）** & 层次聚类 ②基于样本概率分布模型的聚类：混合密度聚类（GMM） & 密度聚类（DBSCAN），括号内为经典方法

1. **分类与聚类**

分类是监督学习的一种，聚类是非监督学习的一种。

1. **极大似然估计和贝叶斯估计**

这两种方法是对类条件概率密度函数的估计方法，都属于参数估计方法，估计的准确性由决策分类的错误率评价。极大似然估计将参数θ看做是确定而未知的参数；贝叶斯估计将参数θ看做是随机变量服从某一分布（先验概率分布）p(θ)。

1. **结构风险最小化与经验风险最小化（SRM & ERM）**

·统计学习理论：期望风险——数学期望、整体均值；经验风险——样本均值。风险也就是代价、损失。

ERM：直接学习输入空间到输出空间的映射f，不涉及概率密度估计，建立损失函数，求解最优化问题

是对训练集所有样本损失的平均化和最小化，经验风险越小，对训练集的拟合程度越好。

SRM：为了防止模型对有限样本的过拟合，在经验风险的基础上引入表示模型复杂度的正则项。目的是选择经验风险与置信区间之和最小的子集，降低模型复杂度，使期望风险的最小，提升可预测性。

VC维（表征模型复杂度）：和样本数成反比，和数据集复杂度成正比

降低VC维度，提高样本数，才能降低VC置信，才能降低期望风险。

SVM：对权向量的范数约束

1. **特征降维**

特征提取：对原始特征进行变换，生成新的特征，消除或减少特征之间的相关性

特征选择：从已有的特征中挑选对分类最有利的特征子集

目的：特征降维，缓解维度爆炸；特征具有可分性、独立性、数量少的特点

**简答题知识点——基本原理**

Fisher判别：

·将样本投影到一条直线上，使同类样本尽可能聚集，异类样本尽可能分离、在投影上确定分类的阈值。过阈值点且与投影方向垂直的超平面是两类的分类面

·基本思想：准则函数使得类内方差最小，类外方差最大，在这个基础上推导出法向量的公式

·线性判别函数的决策面是超平面

SVM：

·基本思想：分类面在两类训练样本的中间，而且分类间隔最大，提出了最优超平面的思想。