# 第三次作业：

# Nbody algorithm explained

When studying the evolution of particle systems, whereas it be on atomic or cosmological scale, N-body simulations have proved to be a useful, and powerful, tool. If the particles can be considered as point masses, and preferably collisionless, such simulations have given very accurate results. The classical N-body problem simulates the evolution of a system of *N* bodies, where the force exerted on each body arises due to its interaction with all the other bodies in the system. N-body algorithms have numerous applications in areas such as molecular dynamics, plasma physics, and astrophysics. In astrophysics they have been used to study such diverse topics as planetary formation, star cluster dynamics, interacting galaxies, and even cosmological modeling.

In an N-body algorithm one calculates the force which acts on one particle from all the other particles in the system. The simulation proceeds over time-steps, each time computing the net force on every body, and thereby updating its position and other attributes. For a system where gravitation is the dominating force, the basic approach is that starting with the masses, positions and velocities of *N* particles at a given time, one can calculate, by numerically solving the equation of motion, the state of the system at any subsequent time. Doing this, one can get a good representation of the movements, the trajectories, of these particles. The main problem with this method, is that there is a limitation to the value of *N* due to computer time required to calculate the forces.

When having a relative small number of particles, i.e. ![tex2html_wrap_inline6153](data:image/gif;base64,R0lGODlhQgAgAIAAAAAAAP///yH5BAEAAAEALAAAAABCACAAAAKgjI+py+0NnnQgzhsqqvpwe3ESuHWeaYgbplKtB6cRmb0082FZYnYWPSPdeCgW8VTLyWpIXFEHBBWFst/jBT0uq9LmUIGdRJu404z1pGiZkNIOml6Mt3LiV3yPkeNvsw48ssZ3w/fX5kZXMpVnqKjEVNjoB2gYJgn2mHi5iUnGxgm6ghgZWolpWZqqusra6voKGys7S1tre4ubq7vL23tRAAA7) , direct summation is possible without making use of an impossible amount of CPU time. The method used is often known as ``particle-particle'' or PP scheme, where the force on a particle is calculated by directly summing the inverse square force law due to all other particles. About ![tex2html_wrap_inline6155](data:image/gif;base64,R0lGODlhFgAPAIAAAAAAAP///yH5BAEAAAEALAAAAAAWAA8AAAI1jI9pwKCfXGCnydUWRpk/WnVadGngGE7peY6X1JWTVaUq5GGODJUUr5CJcLcQMBg8GoVKQwEAOw==) operations are required to evaluate the force on *N* particles from the other *N*-1 particles, and hence the computing time increases very rapidly with *N*. Nevertheless, the major cause for long computation time is the enormous difference in time scale from one particle to another, dependent on the distance between the particles. If particles gets close to each other, the velocities of the particles change very rapidly, whereupon correspondingly small time-steps is needed to follow their trajectories accurately. If there is no distinction between the time scales, the orbits of the more slowly varying particles will then be calculated at equally small, redundant, time-steps. A way to mend this problem is simply preventing the particles getting too close to each other by using a softening parameter. The strict ![tex2html_wrap_inline6163](data:image/gif;base64,R0lGODlhIAAfAIAAAAAAAP///yH5BAEAAAEALAAAAAAgAB8AAAJWjI+pCg0Lw4vStDPhpdM5TiVbFWXhSC5o+WSmGGKWrCHeJ3k0834rrOJZXkCGMJayEYklVY9ZM4qgyhtmSUVmkVEu9+dlhb/jsvmMTqvX7Lb7DY/LuQUAOw==) force law is then replaced by a smoothed version, ![tex2html_wrap_inline6165](data:image/gif;base64,R0lGODlhVQAfAIAAAAAAAP///yH5BAEAAAEALAAAAABVAB8AAAKtjI8ZwKAPY2pOWjZrrNh6yYUf0h3aZpTjmqba+anwNbOrzJYqPdY3LKM0TK/fImYjOYBK4avYa3l8yCPJKCUKXcPpD7O9xpyK4e42dvFs5845ul5Q1ezZm+akPO4Q/saetDc1V0a4B2RYBXJC6IeiFFg2SHQRiRg5MahXGZjYifmY5GgJeog5WpqKCpLaylq66lonS1tre4ubq7vL2+v7CxwsPExcbHyMnKyMWwAAOw==) , where *c* is the cutoff. Softening, and other methods, leads to a reduction of the computing time for the PP scheme, but not enough to make it usable for systems with large number of particles.

A significant gain in *N* can be obtained by calculating the force acting on a particle from a potential obtained by solving the Poisson equation on a mesh, instead of considering each particle individually. The ``particle-mesh'' or PM scheme adopts such an approach. There is an enormous reduction in computing time using this scheme opposed to the PP scheme, but it is at the cost of resolution in the evaluation of the force field. This scheme is therefore often used for systems in which the potential only varies at large scales, for example in HDM models.

A third scheme has been developed, namely the ``particle-particle-particle-mesh'' or the ![tex2html_wrap_inline6171](data:image/gif;base64,R0lGODlhIwAPAIAAAAAAAP///yH5BAEAAAEALAAAAAAjAA8AAAJOjI8HC+kPUwsrQoanq5Q93Gkd4imcpJXGaSojeapv7LKhKXL0+sK4vwLxVI1YRhSZ0IxIC+9WYTo3LWXKNr0Cb1PSL/jtPsHkjDhkDTIKADs=) scheme. This method tries to combine the advantages of both the PP and PM methods. The basic idea is to split up the interparticle forces into two parts: a short range, rapidly varying, part due to nearby particles and a slowly varying part due to more widely separated particles. The PP method is used to determine the former and the PM scheme the latter; thus, one can evaluate the short range forces accurately and the long range forces rapidly. Due to the direct summations of the close range forces, the ![tex2html_wrap_inline6171](data:image/gif;base64,R0lGODlhIwAPAIAAAAAAAP///yH5BAEAAAEALAAAAAAjAA8AAAJOjI8HC+kPUwsrQoanq5Q93Gkd4imcpJXGaSojeapv7LKhKXL0+sK4vwLxVI1YRhSZ0IxIC+9WYTo3LWXKNr0Cb1PSL/jtPsHkjDhkDTIKADs=) scheme is slower than the PM scheme, but faster than the PP scheme. The ![tex2html_wrap_inline6171](data:image/gif;base64,R0lGODlhIwAPAIAAAAAAAP///yH5BAEAAAEALAAAAAAjAA8AAAJOjI8HC+kPUwsrQoanq5Q93Gkd4imcpJXGaSojeapv7LKhKXL0+sK4vwLxVI1YRhSZ0IxIC+9WYTo3LWXKNr0Cb1PSL/jtPsHkjDhkDTIKADs=) has been extensively used in cosmological simulations of CDM models.

# 作业要求

将下述简化的nbody算法并行化：

#include <math.h>

#include <stdio.h>

#include <stdlib.h>

#include "timer.h"

#define SOFTENING 1e-9f

typedef struct { float x, y, z, vx, vy, vz; } Body;

void initialize(float \*data, int n) {

for (int i = 0; i < n; i++) {

data[i] = 2.0f \* (rand() / (float)RAND\_MAX) - 1.0f;

}

}

void force(Body \*p, float dt, int n) {

for (int i = 0; i < n; i++) {

float Fx = 0.0f; float Fy = 0.0f; float Fz = 0.0f;

for (int j = 0; j < n; j++) {

float dx = p[j].x - p[i].x;

float dy = p[j].y - p[i].y;

float dz = p[j].z - p[i].z;

float distSqr = dx\*dx + dy\*dy + dz\*dz + SOFTENING;

float invDist = 1.0f / sqrtf(distSqr);

float invDist3 = invDist \* invDist \* invDist;

Fx += dx \* invDist3; Fy += dy \* invDist3; Fz += dz \* invDist3;

}

p[i].vx += dt\*Fx; p[i].vy += dt\*Fy; p[i].vz += dt\*Fz;

}

}

int main(const int argc, const char\*\* argv) {

int nBodies = 30000;

if (argc > 1) nBodies = atoi(argv[1]);

const float dt = 0.01f; // time step

const int nIters = 10; // simulation iterations

int bytes = nBodies\*sizeof(Body);

float \*buf = (float\*)malloc(bytes);

Body \*p = (Body\*)buf;

initialize(buf, 6\*nBodies); // Init pos / vel data

double totalTime = 0.0;

for (int iter = 1; iter <= nIters; iter++) {

StartTimer();

force(p, dt, nBodies); // compute interbody forces

for (int i = 0 ; i < nBodies; i++) { // integrate position

p[i].x += p[i].vx\*dt;

p[i].y += p[i].vy\*dt;

p[i].z += p[i].vz\*dt;

}

const double tElapsed = GetTimer() / 1000.0;

if (iter > 1) { // First iter is warm up

totalTime += tElapsed;

}

#ifndef SHMOO

printf("Iteration %d: %.3f seconds\n", iter, tElapsed);

#endif

}

double avgTime = totalTime / (double)(nIters-1);

#ifdef SHMOO

printf("%d, %0.3f\n", nBodies, 1e-9 \* nBodies \* nBodies / avgTime);

#else

printf("Average rate for iterations 2 through %d: %.3f +- %.3f steps per second.\n",

nIters, rate);

printf("%d Bodies: average %0.3f Billion Interactions / second\n", nBodies, 1e-9 \* nBodies \* nBodies / avgTime);

#endif

free(buf);

}